PMOD Artificial

Intelligence Framework
(PAI)

USER MANUAL
Version 4.4

PMOD is a software
FOR RESEARCH USE ONLY (RUO)
and must not be used for diagnosis or treatment of patients.

(C) 1996-2022, Printed on December 2, 2022 nmed



1. Introduction

1.1 PAI PUIPOSE ..cuuiiiiiiiirinneeiiiiinninnnnseesissininnmessssssssssenmmsssssssssssssssnsssssssssssssses
1.2 PAI OVEIVIEW ..cceeiiiiiiiiiiinnnnetiiiiesiiisssnnssessiesssssssssnsssssssessssssnsssssssssssssssnnnnes
13 Architectures included in Distribution ........cccccovvmmeiiiiicciiiiicneeenineccnnn.
131 8]\ ST
1.3.2 Support Vector Maching (SVM) .....uuveeeeiiiiiecciiieeeeee e eeceiireeeee e ee e
1.3.3 Generative Adversarial Network (GAN) .....ccceeeeeiieeeeeiieeeeeeee e,
134 RESINETS0 oottt ereerr s e e e e e e err s s s e e e ereeeananane s
1.3.5 Image Classification .......ccccveveeiiei e

2. Installation of PAI Infrastructure

2.1 WINAOWS ..coiiiiiiiiinnneiiiiieciinnnsseiiiesssssssssessissesssssssssssssssesssssssssssssssssssses
2.1.1 Python and TensorFlow Installation .......cccccceveeiiiiieeeeii e,
2.1.2 R INSTAI@tioON ..eeviiieeieeeee e e

2121 Default R CONfIBUIAtiON ..ocvveeireeieeecee ettt
2.1.2.2 Minimal R CoNfigUration ...ttt
2.1.3 Selection of Python installation ........ccccceevveeiiiiiieeeii e,

2.2 1] = Lol 1
2.2.1 Python and TensorFlow Installation ..........cccoevcieeiiniiiiniinciee e,
2.2.2 R INSTAIl@tion .....evvieeeeieeiee e

2221 Default R CONTIGUIAtION ...ccuceieiceteetee ettt ettt ans
2222 Minimal R CONFIGUIAtioN ....cccveieeiiririeercsseee ettt sae e
2.2.3 Selection of Python installation ........cccccoiieeiiiiiii e,

23 LINUX PIatfOrms ....ciiiceeiiiccceetcccceennccneensccenesssssnnesssssnssssssssnsssssssnnsssenns
2.3.1 R INSTAI@tioN ....ovvieeeeeeee e
2.3.2 Python and TensorFlow Installation .......ccccccceveeiiiveeeeeieiieiicirreeeeeeeen,

3. Preparation of Training Data and Neural Network

3.1 Data Preparation .........eeeiiiiciiiinneeeiiiiiiseseiiiiesssssssiesssssssnse
3.2 Control Mechanism ......cceeeiiiiiiiiineeeeinccsnssnseessnescssssssnnnssssssessssses
33 Learning Sets ... s saseees

4. Training of Neural Network

4.1 EXporting an R WOrKSPACe .....cccciiinmmeeiiiiiciiininnnneniiiieisnnnsssssssnessssssssnnnes
4.2 Output Visualization for SVM Classification ........ccccccvieicciiiicnnecccnieecnnnn.

5. Use of Trained Neural Network for Prediction

5.1 IN the VIeW 100! ....coivceiiiiiriiininniininissnnisnnnsssnsssssnsssssnsssssssssssssssssssssses
5.2 In Pipeline ProCesSiNg .....ccccciiieiiiiisnnneneiiiiiiiinnnnnneiiiiiesssssssssssnessssssssnnnes
5.3 IN the PSEG t0O] .....cccueiiiiiiiiiiinniinnnnnnissenesissssnsssssssssssssssnsssssssnsssssnes
5.4 INn the PNEURO 0O ....ccoiiiiineiiiiinnniiininnniisnnenisssnnnsisssssnsnessssssssssssssssssnes
5.5 In the PCARDM t0O0l .....ccociiieiiiiinnniiininnniisisneninsssnnesssssssnsnssssssssssssssssssses

PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022

pmod



6. Data generation 77

7. Case Studies - Application of PAI 79

7.1 Rat Brain Dopaminergic PET ....ccccovveeeiiiiiiiiiinnnnneniiiieiiimsmseeiiiessssssssesssssesssssssssssens 79

7.1.1 SaAMPIE Preparation ...cccccueeeeeieeiiiiiiiieeeee ettt e e e e s e e e e e e eenanns 79

7.1.2 Training and Validation ........ccuceeiiiiiieinie e 82

7.2 Brain Tumor Segmentation - MICCAI Challenge .........ccccceeivveriiinisnnniiinssneninsssnnnnennns 83

7.2.1 Sample Preparation ... e e 85

7.2.2 Training and Validation .......eeeeeiioiiiiiiieeiee et esenrreee e e e e e eeennns 86

7.3 Mouse Bone Trabecular Segmentation ...........eeeeeieeciirrsneeeenieecccssssnneeneeeecccssssnnnenes 87

7.3.1 SAMPIE Preparation ........cocceieeiieiiiie e cceiee et e e s e e e e e e e aaa e e e e 89

7.3.2 Training and Validation ... 89

7.4 Mouse & Human Cardiac MR Cine Left Ventricle Segmentation ........cccceecurreruerrnnes 92

7.4.1 Sample Preparation ... e e e e 93

7.4.2 Training and Validation ........c.ueeeiiiiiiii i 94

7.5 Human Deep Nuclei Segmentation .........ccccceiiiiiveiiiiinnnininneniiinnneniinenmsee. 95

7.5.1 SAMPIE Preparation ......ocooviiieeiriiieeeerieee sttt e s e s ra e e s e e e e s 96

7.5.2 Training and Validation ... e 96

7.6 Human Amyloid PET Classification ........ccccccvceiiiiiieiiiiinnnnininnenninnnnennnsnnensssssessene 99

7.6.1 SamMPlE Preparation ....cccuveeeeiiei ettt e e e e e et e e e e e e sennns 100

7.6.2 Training and Validation .......cc.ceeiviiiiiiie et 100

8. Appendix 102
8.1 Exporting an R Workspace and Training in a Cloud Computing

ENVIrONMENt ..o e e s e 102

9. PMOD Disclaimer 104

10. PMOD Copyright Notice 105

Index 106

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 g:»mad



Introduction

1.1

Introduction

Computer algorithms based on Atrtificial Intelligence (Al) have become a success story and are now
part of daily life. Machine Learning (ML) is a subset of Al in which humans provide the input data
and expected results, and the computer determines “rules” with which it can process the data to
approach the expected results. These “rules” may be considered as representations of the data.
Deep Learning (DL) is considered a further subset of ML, in which there are successive layers of
representations. ML methods have resulted in solutions ranging from facial recognition to web-based
language translation. They have also been applied in many domains of biomedical research.
However, the setup and use of ML toolkits is a task requiring a lot of methodological insight as well
as specialized IT expertise.

The aim of PAIl is to drastically lower the entry barrier to the ML methodology for researchers
analyzing biomedical images. PAl is designed as a framework, allowing users to dewelop their own
tailored ML-based image segmentation solution while working entirely within the familiar PMOD
environment.

PAI Purpose

Segmentation of pathology or of organs/regions that do not conform to common templates can be a
tedious, time-consuming and subjective procedure. The use of machine learning to automatically
perform such a segmentation has the potential to sawe large amounts of time and improve
reproducibility.

In the example shown below, regions of necrotic, gadolinium-enhancing and penumbra of a brain
tumor are shown in color on a gray-scale anatomical T1-weighted MR image. Contrast from four MR
series (T1-weighted, T2-weighted, T2-FLAIR, gadolinium-enhanced T1-weighted) were used to define
these regions. For the top row, created by an expert reviewer using manual segmentation, this
process takes many minutes or even hours. In the bottom row, the broadly similar segmentation
result was generated by a trained conwlutional neural network and took seconds.

Ground Truth

Al-based
segmentation

&)

However, training a conwolutional neural network to perform such a segmentation task requires a
substantial amount of data, time and effort.
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1.2

PMOD’s PAI framework aims to make training and deploying ML-based segmentation more
accessible to non-expert users. PMOD’s well-tested tools for image processing and traditional
segmentation provide an excellent base to prepare the training data needed for supenised machine
learning.

In addition to Al-based segmentation, PAI also supports classification tasks. An example of
classification in imaging is the assignment of a label “amyloid positive” or “amyloid negative” to
amyloid PET images for tracers such as '"C-PiB. PMOD’s database functionality provides the base
to organise data into classes for training of a neural network. The trained neural network then returns
a probability of a new image belonging to a given class.

PAI Overview

The structure of the PAI framework is illustrated below.

PSEG + PAI ML models in @ puthon

’ * Multichannel

> R__ Segmentation
— * User_model_1

| * User_model 2

y PMaD's
' R Console

WEIGHTS

REFERENCE SEGMENTS

‘¢ Tensor

The actual ML platform used by PAI is the well-known TensorFlow solution. The neural network
structure and the training method are correspondingly developed as Python scripts suitable for
TensorFlow and constitute the ML model. The data for supenised learning are prepared in PAI,
communication with TensorFlow is implemented via the R console in PMOD.

Learning Set

The Learning Set in PAI consists of references to the training data (i.e. Links to the input series in
a PMOD database) and a specification of the preprocessing steps required to bring the data into a
format suitable for machine learning. The training data itself consists of data samples. Each data
sample consists of an input (one or several images) and its expected segmentation or classification
result (one or several segments, in the format of label maps that can be associated with the input
images, or label for a given class).

Training
Training is performed in TensorFlow using a Learning Set and an ML model. There are different

mechanisms available, which will be explained below. Basically, training can be performed locally on
your local machine, or delegated to a more powerful infrastructure such as Cloud-Computing.

Training Result

The result of training is a "trained model" - a set of Weights for the layers in the neural network, and
a Manifest file containing information about the training process. These results are added to the
Learning Set, making it ready for use in Prediction (i.e. automated segmentation or classification).
As new training data become available, it can be added to the Learning Set and incremental training
performed to improve prediction. An export functionality allows transfer of the result to other PMOD
installations for prediction (sometimes known as Deployment).

Prediction

PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022
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Prediction applies the trained model to a new set of input image data, resulting in a segmentation or
classification result. Segmentation results may then be converted to VOIs and used for
quantification.

PSEG + PAL ML models in & python

* Multichannal
5

entation

<@l
[ﬂ)
A

Implementation in PMOD tools
PAI functionality is available in PBAS, PSEG, PCARDM and PNEURO.

In View, shortcuts to Al Segmentation and Classification become available on the Prprocess tab,
and Machine Learning is available as an option in the Segmentation interface:

& (e e Y o | s [covoms [ et | == | 6B b v 3 @ T
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R, Segmentation

MACHINE LEARMING v 4 7 @ o b Sepmentation SRtings || Histgram

Input prabe (Ly.z)

Select Mode
Xl Parcellation (Multichannel Se; &= 7

Use GFU

Andiional reulls

Ly Replace | + Ok || X Cancel

Learning Sets for Al projects are prepared via the Edit Learning Set option in the main View tool

menu:

In PCARDM the Machine Learning Segmentation option becomes available for either

0adimage Data

Save Image Data

Close All

Aggregate VOI Statistics
B Batch pipeline

DCH Create DICOMDIR

DICOM Querny/Retrieve

E@ Edit Learning Set (Training)
M Generate D33

Acceptance Test
o8 Settings

@3 Quit

MRI_Myocardium_2D (mouse) or MRI_Human_Myocardium model:
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In PNEURO, the IXI Parcellation model is available for replacement of the deep nuclei segments on
the Normalized page in the Maximum Probability Atlas workflow:
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1.3 Architectures included in Distribution

Multiple neural network architectures are provided with PAIl. Some have already been trained with
appropriate data as part of our Case Studies. The architectures are available in the
Pmod4.4/resources/pai folder, labeled by type.

1.3.1 uNET

uNET is a conwolutional neural network developed for image segmentation (Ronneberger et al., 2015):
https://en.wikipedia.org/wiki/U-Net

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 pmod


https://en.wikipedia.org/wiki/U-Net

Introduction

1.3.2

A modified uNET was used by Isensee et al. (2018) in the MICCAI Brain Tumor Segmentation
Challenge (BraTS). The BraTS data and this modified uNET were used for our first case study and
the Multichannel Segmentation architecture for segmentation in PAL

Additional case studies were made using this architecture:
¢ Rat brain dopaminergic PET segmentation
¢ Human brain MRI deep nuclei segmentation (IXI)
¢ Human cardiac MRI segmentation for function analysis

This architecture is available as unet_002 in the Create Learning Set dialog:

. Laarneng S0 1] L eaze | e i ¥ K Daae
Compument nas Sutyect aarw Subctal | Sarh owscr. * Wodfy e Laul Une Taa  Awh oot Goap
[iasy MLEARA BGIANIT VT MIFAILT N Uy Prae

@ ot
2 Bamp [1 88

. SbjeriName | Sty Dawe T Sereslow | Tane Staey Deacrynes

Pt AT N2 TG N0 el

B sdtsampies ¥ Munew v X | A e 4 Db Tont 3t anargho}

.

& Praprocesung parameiny | © Tagenenngy

& Proe

A T etwok [l £ apece | B Trais mateesii . B 7 Sovvoarming St | [ Sevwas | GE Exporanihodel | 7 ® Eancel

A classical uNET architecture is also available for segmentation projects. It is available as unet_001
in the Create Learning Set dialog.

This architecture is used for mouse cardiac MRI segmentation in the PCARDM tool, and it has
additionally been used for the following case study:
e mouse femur/tibia trabecular segmentation

The loss function used for both architectures is Dice Coefficient:
https://en.wikipedia.org/wiki/S % C3%B8rensen%E2%80%93Dice_coefficient

References:

Isensee et al. (2018), Brain Tumor Segmentation and Radiomics Sunival Prediction: Contribution to
the BRATS 2017 Challenge, https://arxiv.org/abs/1802.10508

Ronneberger et al. (2015), U-Net: Conwolutional Networks for Biomedical Image Segmentation,
https://arxiv.org/abs/1505.04597

Support Vector Machine (SVM)

The SVM architecture for classification in PAl is implemented in accordance with the Python library
scikit-learn https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
Support vector machines are supenised learning models used for classification and regression:

https://en.wikipedia.org/wiki/Support-vector machine

SVM is particularly suited to image reduction strategies such as using the average voxel value in a
set of VOIs (e.g. brain atlas VOIs for brain PET data - see Amyloid PET classification case study).
Linear, RBF, Sigmoid and Poly kernels are available according to the scikit-learn library (see
Learning Set Preparation). Our testing of the architecture in PAl has used up to 10 classes.
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The output of a trained SVM classification model is a probability that an input to prediction belongs
to one of the classes included in training.

An example of the SVM architecture in practice is provided in our Amyloid PET classification case
study. Data to test the Amyloid PET SVM classification model is available in our Demo database.

1.3.3 Generative Adversarial Network (GAN)

Generative adversarial networks, generally known as GAN, are used in image generation, often to
generate an "improved" image from a given input. Examples include image denoising and creation of
"super-resolution" images. GAN generally consist of a generator and a classifier (Discriminator).
Both are trained separately. The role of the discriminator is to detect that the image provided from
the generator is fake and the original image is real, but the role of the generator is to fool the
discriminator by generating such good images that the discriminator classifies them as real. That is
why they are called adversarial.
The first GAN available in PAI, StyleGAN2 (from noise), generates images from noise, so the input to
the generator is a matrix of randomly generated noise of a fixed size (normal distribution, mean 0,
variance 1). The second GAN available in PAI, Generate from uNet, is also known as Pix2Pix
because a new image is generated from an existing one, for example ‘super-resolution’ images.
An important aspect is that the generator never sees the image it should generate, only the
discriminator sees the original images.
Two GAN architectures are under development:
- Generate from uNet (the generator architecture is based on the classical uNet architecture)
- StyleGAN2 from noise (see Karras et al. [1])

IMAGE

original

» DISCRIMINATOR
IMAQE:‘NOISE »  GENERATOR IMAGE
input generated
These architectures are only designed to accept 2D data. Contact us for more information.
Once trained, GAN are available in the Generate Data tool available in the View menu:
PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022
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E = E,D View » Preprocessing ][ VOIs ][ Statistics ][ Compare ][ Hybrid ] =8
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B Batch pipeline
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OCH Create DICOMDIR
DICOM QueryRetrieve

<M Edit Learning Set (Training)
i Generate Data

[t ]
i‘i‘. Acceptance Test

=8 Setlings
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GAN accepts input images specified in the upper panel, or images can be generated from noise,
depending on how the model was trained:

T Create Data
Data Generadion = Model | Fhantom

Input Farmat (@ Database * [¥] Mo loading operation ¥ Preview | @

WValidate Sample

& sotties - Bl o ||| OE—

'

Spiet 1o 20
Nonl ded) i
[NONE] - 7 v
¥ f
Use GPU F 4 L L]
Save to DATABASE: | [ Pmod v 4P | ¥ GENERATEMEWDATA
X Close

The generated images are saved to the Database specified.

References
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134

1.3.5

[1 Karras et al, (2020) Analyzing and Improving the Image Quality of StyleGAN.
https://arxiv.org/abs/1912.04958

ResNet50

ResNet-50 is written in TensorFlow, the architecture contains residual blocks and 50 layers.

The network is dedicated for classification. In PAI, the available ResNet-50 architecture is adapted
for 2D and 3D data. This architecture is available as ResNet 50 in the Create Learning Set dialog.
The loss function used for this architecture is categorical cross entropy.

References

[1] Keras repo, ResNet50 implementation
https://github.com/keras-team/keras-applications/blob/master/keras_applications/resnet50.py
[2] Priya Dwivedi, towards data science
https://towardsdatascience.com/understanding-and-coding-a-resnet-in-keras-446d7{f84d33

https://github.com/priya-dwivedi/Deep-
Learning/blob/master/resnet_keras/Residual_Networks_yourself.ipynb

Image Classification

VGG-16 is written for 2D data in TensorFlow, and contains 16 layers. It is dedicated to classification.

The number of dense units was reduced from 4096 to 1024. This architecture is available as Image
Classification in the Create Learning Set dialog. The loss function used for this architecture is
categorical cross entropy.

References:

https://neurohive.io/en/popular-networks/vgg16/

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 pmod
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2.1

2.1.1

Installation of PAI Infrastructure

PAI requires the following elements:

PMOD with PAI licensed (please use the latest build available in our download area)

Local installation of R version 4.2.2 with the required packages. Please refer to the PMOD Base
Functionality User Guide for details about the integration of R with PMOD.

Configuration of the PMOD R Console to use a local R installation

Local installation of Python (version 3.8 is required)

Installation of TensorFlow, Scikit-Learn and PyTorch via Python

Please follow the installation instructions applicable for your operating system.

Windows

Windows 10 or Windows Server 2019 are required as the operating system.

Python and TensorFlow Installation

The additional packages required for PAl on Windows should be installed from their respective
websites.

Please follow these steps:

1.

Install Microsoft Visual Studio 2015, 2017, 2019 Runtime (i.e VC_redist.x86.exe).
https://support.microsoft.com/en-us/help/2977003/the-latest-supported-visual-c-downloads
Check whether you have a compatible GPU. TensorFlow only supports NVIDIA GPUs in
combination with NVIDIA’s CUDA Toolkit. Tables of compatible GPUs are available on
https://developer.nvidia.com/cuda-gpus

If your GPU is compatible, install NVIDIA drivers, Toolkit and models for TensorFlow and
PyTorch:

a.

b.

Drivers: https://www.nvidia.com/download/index.aspx?lang=en-us

CUDA Toolkit 11.2 (TensorFlow) 11.6 (PyTorch). https://developer.nvidia.com/cuda-toolkit-
archive

cuDNN 8.1 for CUDA 11.2 (TensorFlow) and cuDNN 8.6 for CUDA 11.6:
https://developer.nvidia.com/rdp/cudnn-download

Install Python 3.8 64-bit (select “Add Python to PATH”, enable pip option and long paths).
https://www.python.org/downloads/windows/

Upgrade pip by entering in a command terminal:
pip3 install --upgrade pip

Install TensorFlow by entering in a command terminal:
pip3 install -U tensorflow==2.10.0

Check that tensorflow appears in the list of installed packages:
pip3 list

Test TensorFlow by entering in a command terminal:
python -c "import tensorflow as tf;print (\"Num GPUs Available: \",
len(tf.config.experimental.list physical devices ('GPU'")))"

PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022
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This test returns the number of compatible GPUs available for PAIl. Zero is an acceptable result if
you do not have a CUDA-compatible NVIDIA GPU.

9. Install scikit-learn by entering in a command terminal:
pip3 install -U scikit-learn

10. Test scikit-learn by entering in a command terminal:
python -c "import sklearn; print(sklearn. version_ )"

11. Install PyTorch.
For CPU:
pip3 install -U torch

For GPU:
pip3 install -U torch --extra-index-url

https://download.pytorch.org/whl/cullé6

Note: GPU support for Windows (point 3. abowe) was tested for TensorFlow 2.104 and PyTorch 1.13

2.1.2 R Installation
Please download and install R version 4.2.2 for Windows from https://cran.r-project.org/

There is no need to manually install additional R packages. PMOD will automatically download and
install the necessary packages when the PMOD R Console is started for the first time. If no R
functionality besides PAl is used in a particular PMOD installation, the installation can be restricted

to a minimal package set as described in Minimal R Configuration0™ below.

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 pmod
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2.1.2.1 Default R Configuration

Following R installation, start PMOD and open the Configuration facility from the main ToolBox.
(B UsErs ] ;LII nu.o;n 1 ;mu Daraaasemﬁ On Stan ]

@Userlt » 4 »| T Editusername ¥ Addnewuser w

4 Login enabled [+ M User sefngs are saved whon Switching the use:
BETTINGS | PXMOD Models | P¥IN Models | READ /WRITE Formats | LOADING TOOLS | COLOR TABLES | MODULES
REPORT | DATABASES | FTP Nodes | APPEARANCE | STATISTICS | PRESETS
Hotest Piogts Analysis Number of pliels | 5 Hypeuia nces Bieshald| 0.0 (Absolute valug) Probabaity threshold| 0.5 -1

Peak VOl volume | 1.0 fcomy)
SUV Scan Data | Tima (8 Series () Acquisition () Scan

VOi Classification mode: [ w

1] Save Paient Info in VOIS (required by DB restonng from Mg system)

[ R statistics Consobe 7 ¥ Clearpackages @  piinldsl R Configuration test

R Homa | C:Program FilesRR-4 2 2hinkE4/

[ Python [
Required packages rom repository on start  Instal 1o Prod folder - 40

[ use Comprehensive R Archive Metwork (CRAN) localion.  Europe wid P

Package hype:  Binary, then from source - 4 »

On the Users/Settings STATISTICS tab ensure that the checkbox R Statistics Console is checked

and verify that the path to the local R installation is correct. Select Install to Pmod folder to awid
permission problems when installing the R packages.

Restart PMOD and wait for the R icon on the main ToolBox to become active.

Then click on the R icon to open the PMOD Console. The required packages are downloaded and
installed, followed by an execution test and printing of the R version information:

PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022
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ication | MR, Relaxomelry ¥ | 7  General

B x| Output

Rversion 4.2.2 (2022-10-31
| Copyright (C) 2022 The R Fo

| You are welcome to redistnib

| Type ‘contributors()’ for more
‘citation()' on how to cite R or

| Type ‘q() to quit R.

| Execution test ... Passed.

ucrt) - Innocent and Trusting”
undation for Statistical Computing

| Platform; x86_64-wé4-mingw32/x64 (64-bit)

Ris free software and comes with ABSOLUTELY NO WARRANTY

ute it under certain conditions.

| Type ‘license()’ or Ticence() for distribution details

| Ris a collaborative project with many contributors.

information and
R packages in publications.

: Type ‘demo() for some demos, ‘help() for on-line help, or
| "help_start() for an HTML browser interface to help.

| Loading defaull settings .. Loaded

0 <& ¥

L

§

v

The settings button indicated above opens the dialog window below.

I R console settings

Additional packages >
(To load on start)

[y Package manager

Layout

GEeni R diagnostics

Tools location | TOP

4

Task tabs location | LEFT

4

Workspace:
[ initial Workspace Data [

Save workspace on exitto the selecled R Data file

- |l .

v

Initial script | NONE

Use initi
Editing:

Text output
Font [ Fixed

al script after each workspace s loaded

[ Parentheses autocomplete

Reportprint
Max columns in table |9

out:

Max lines in printout | 1000

|

v Ok

X Cancel

Note that in case of problems connecting to Python when using PAI, the Path to Python can be
configured in the Configuration facility from the main ToolBox:

PMOD Artificial Intelligence Framework (PAIl)
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|3 users | ocn picow | gty DaTABASE | i OnStan
® User! » 4 » T Edit user name ¥ Add new user w X R

4 Login enabied ] User setings are saved whon switching the user
| BETTINGS | PxMOD Wodels | PYIN Models | READ /WRITE Formats | LOADING TOOLS | COLOR TABLES | MODULES

REPORT | DATABASES | FTP Modes | APPEARANCE [[STAMSTICS | PRESETS

Holtes! Pivets Analysis Number of pluels | 5 Hypoxia ncex Bireshald| 0.0 (Absolute value) Probabiity threshold| 0.5
Peak VOl volume | 1.0 | teem)
SUV Scan Date | Time (8 Series () Acquisiton () Scan
VO Classification mode: [ w

] Save Pasent Info in VOIS (réquired by DB restonng from e system)

B4R statistics Console 7 ¥ Clearpackages @  piinld4l R Configuration test

R Homa | C:®Program FilesRR-4 2 2hinkG4/

(0-1)

Il:PHﬂan-

Required packages from repository on start  Ingtall 1o Pmiod folder
[) Use Comprenensive R Archive Network (CRAN) locaion.  Europe

Package hype.  Binary, then from source

Next open the Package Manager. All packages should have status OK.

PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022
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Installed version CRAN version
109 1.0.9
4613 4614
225 2.29
1.7.11 1.7-12
207 207
35 35
0.10.51 0.10-52
0.60.14 0.60-186
2100 212
0883 0.8-83
471 47-2
310 311
021 0.241
026 0.2-6
089 089
1.1.13 1.1-13
1.6.0 1.6-0
1.18.0 1.18.0
340 34-0
414 4.1-4
141 141
122 1.3.1
1.26 1.26
180 183
180 19.0
1.1.13 1.1-13
141 14.3
421 42-2
44011 -
4.401.1

Install PAI only -!» Install / Update

T Package manager
| Required packagas | User defined packages
Package Type Status
Rcpp CRAN 0K
doBy CRAN OK
psych CRAN oK
e1071 CRAN oK
UsingR CRAN OK
lawstat CRAN QK
tseries CRAN OK
np CRAN oK
openair CRAN oK
foreign CRAN OK
Hmisc CRAN OK
car CRAN OK
phia CRAN OK
compare CRAN oK
reshape CRAN OK
sfsmisc CRAN OK
Cairo CRAN OK
pROC CRAN 0K
sunvival CRAN OK
gimnet CRAN OK
stringr CRAN OK
mer CRAN OK
reticulate CRAN OK
Jsonlite CRAN OK
lubridate CRAN OK
sfsmisc CRAN OK
RMifti CRAN OK
memuse CRAN OK
pm.base Local OK
pm.al Local OK
= Install all packages
» Ok

X Cancel

Note: If package installation fails, please check your firewall settings or contact your IT senice.

2.1.2.2 Minimal R Configuration

For instances of PMOD that will only be used for PAI it is possible to install a reduced set of R

packages. To achieve this, perform the following configuration and installation procedure.

Following R installation, start PMOD and open the Configuration facility from the main ToolBox.

On the STATISTICS tab ensure that the checkbox R Statistics Console is checked and and verify

that the path to the local R installation is correct. Select Don't install.

PMOD Artificial Intelligence Framework (PAIl)
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(3 USERS | ocn DicoM | gt DaTABASE | On Stan

@ Usert » 4 b T Edilusername W Add new user -

Hottast Pioels Analysis Number of pinels |5

[ Python

Restart PMOD and wait for the R icon on the main ToolBox to become active.

EA Login enabled I+l d}, User settings are s aved when switching the user

Paak VOIvolume 10

B R statistics Console 7

[SETTINGS | F1M0D Madels | PKIN Modals | READ /WRITE Formats | LOADING TOOLS | COLOR TABLES | MODULES
REPORT | DATABASES || FTP Nodes | APPEARANGE | STATISTICS | PRESETS

Hyparia Index threshold | 0.0

SUV Scan Date { Time () Series () Acquisition (O Scan

VDI Classification mode: [] =

R Homa | C./Program Files/RR-4.2. 2binida/

.|ﬂ.550|lﬂ0\ﬂ1\l9.‘ Probability threshold | 05

(0-1)
[eem]
£ Save Patient Into in VOIs (required by DB restaring from fie system)
¥ Clearpackages & pfim#0 R Configuration test
@
| &
I Required packages from repository on start vid b I
—

[ Use Comprehensive Rt Archive Network (CRAN) locabon: 4
LA

Then click on the R icon to open the PMOD Console. The internal packages pm.base and pm.ai
were installed automatically whereas the remaining packages are skipped and not loaded

messages listed:

PMOD Artificial Intelligence Framework (PAIl)
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axometry ¥ | 7 Geﬂaral[ ANOVA - 7 b4 .

" Output j B =

¢ 0 <

R s free software and comes with ABSOLUTELY NO WARRANTY
You are welcome to redistribute it under certain conditions.
Type license() or licence() for distribution details

R is a collaborative project with many contributors.
Type ‘contributors() for more information and
‘citation()’ on how to cite R or R packages in publications.

Type ‘demo() for some demos, “nelp() for on-line help, or
‘help.start() for an HTML browser interface to help
Type 'q() to quit R.

M~ v|3

Loading default seltings ... Loaded.
Package Rcpp not loaded.
Package doBy not loaded.
Package psych not loaded.
Package e1071 not loaded.
Package UsingR not loaded
Package lawstat not loaded.
Package tseres not loaded.
Package np not loaded.
Package openair not loaded
Package Hmisc not loaded.
Package car not loaded.
Package phia not loaded.
Package compare not loaded.
Package reshape notloaded
Package sfsmisc notloaded
Package Cairo not loaded.
Package pROC not loaded.
Package gimnet not loaded.
Package stringr not loaded.
Package mcr not loaded.
Package reticulate notloaded.
Package jsonlite not loaded.
Package lubridate notloaded.
Package sfsmisc notloaded
Package RNifti not loaded.
Package memuse not loaded

¥

|

&

Execution test .. Passed.

The Settings button indicated above opens the dialog window below.
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I R console settings

Additional packages >
(To load on start)

F&n Package manager

FEni R diagnostics

Layout:
Tools location | TOP

Task tabs location | LEFT
Workspace:

[] Initial Workspace Data |

4
allal

4
|wllw]|

Initial script | NONE

Save workspace on exit to the selected R Data file

Use initial script after each work
Editing:
[ Parentheses autocomplete
Text output
Font |__ Fixed

space is loaded

Report printout
Max columns in table [

Max lines in printout [ 1000 i

| v Ok

X Cancel

Open the Package Manager. Most packages will have Requires installation in the Status column

PMOD Artificial Intelligence Framework (PAIl)
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3 Package manager X

[Raqtﬂnd.p_atlcayu “ User defined packages
Package Type Status Installed version CRAN version
Repp CRAN Requires insta 1.09
doBy CRAN Requires insta 4614
psych CRAN Requires insta 229
21071 CRAN Requires insta 1.7-12
UsingR CRAN Requires insta 2.0-7
lawstat CRAN Requires insta 35
tseries CRAN Requires insta 0.10-52
np CRAN Requires insta 0.60-16
openair CRAN Requires insta 212
foreign CRAN OK 0.8.83 0.8-83
Hmisc CRAN Requires insta 4.7-2
car CRAN Requires insta 311
phia CRAN Requires insta 0.2-1
compare CRAN Requires insta 0.2-6
reshape CRAN Requires insta 0.89
sfsmisc CRAN Requires insta 1.1-13
Cairo CRAN Requires insta 1.6-0
pROC CRAN Requires insta 1.18.0
survival CRAN OK 340 3.4-0
gimnet CRAN Requires insta 4.1-4
stringr CRAN Requires insta 1.4.1
mcr CRAN Requires insta 1.3.1
reticulate CRAN Requires insta 1.26
jsonlite CRAN Requires insta 183
lubridate CRAN Requires insta 1.9.0
sfsmisc CRAN Requires insta 1.1-13
RNifti CRAN Requires insta 143
memuse CRAN Requires insta 422
pm.base Local OK 4.401.1 -
pm.ai Local OK 44011 -

= Install all packages Install PAl only & Install/ Update

[ v Ok ][ X Cancel

To install only the packages necessary for PAI, please select Install PAI only and then Yes
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'Required packages ][ User defined packages ]

Package | Type Status Installed version CRAN version
Rcpp CRAN Requires insta 1.09
doBy CRAN Requires insta 46.14
psych P A R
e1071 Confirmation X
UsingR
lawstat
tseries
np The following packages will be installed:
openair
foreign ® stringr
Hmisc ® reticulate
car ® jsonlite
phia ® lubridate
reshape il
sfsmisc el
Cairo ® memuse
prROC ® pmai
:::nr:?ti This operation is time consuming and can't be stopped.
stringr Do you want to continue?
mer
reticulate
jsonlite
lubridate v Yes ][ X No
sfsmisc
RNifti CRAN Requires insta 143
memuse CRAN Requires insta 42-2
pm.base Local OK 44011 -
pm.ai Local oK 4.401.1 )

= Install all packages Install PAl only l Install / Update
[ v Ok ][ X Cancel

Following installation the Status entries will be updated:
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I, Package manager X
Required packages = Usar defined packages
| Package Type Status Installed version CRAN version
Recpp CRAN OK 1.09 1.0.9
doBy CRAN Requires Insta 46.14
psych CRAN Requires insta 229
1071 CRAN 0K 1.7.12 1.7-12 |
UsingR CRAN Requires insta 20-7 |
lawstat CRAN Requires insta 35 |
tseries CRAMN Requires insta 0.10-52
np CRAN Requires insta 0.60-16
openair CRAN Requires insta 212
foreign CRAN oK 0883 0.8-83
Hmisc CRAN Requires insta 47-2
car CRAN Reqguires insta 311
phia CRAN Requires insta 0.2-1
compare CRAN Requires insta 0.2-6
rezhape CRAN Requires insta 089
sfamisc CRAN OK 1.1.13 1.1-13
Cairo CRAN Requires insta 16-0
pROC CRAN Requires insta 1180
survival CRAN 0K 340 34-0
glmnet CRAN Requires insta 41-4
stringr CRAN K 141 141
mer CRAMN Requires Insta 131
reticulate CRAN OK 1.26 1.26
jsonlite CRAN oK 183 183
lubridate CRAN OK 1.9.0 1.9.0
sfsmisc CRAN OK 1.1.13 1.1-13
RNifti CRAN OK 1.43 14.3
memuse CRAN OK 422 422
pm.base Local OK 4.401.1 -
pm.ai Local OK 4.4011
= Install all packages Install PAl only !. install / Update
+ Ok “ X Cancel

Closing the window with Ok completes the installation.

Note: When prediction is launched at a later time point, the R Console will report the packages that

were not installed, but the Execution test will still pass as illustrated below.

PMOD Artificial Intelligence Framework (PAIl)

(C)1996-2022

i.pmod



Installation of PAI Infrastructure 25

WR.Relaomety ¥ 7  General [ ANOVA » - x | H
— [
4 3 % .
il Cutput 2 = =
/ [—)
Rversion 4.2 2 (2022-10-31 ucrt) - “Innocent and Trusting” Q
Copyright (C) 2022 The R Foundation for Statistical Computing
Plalform: x86_64-wb4-mingw32/i64 (64-bit) o

Ris free software and comes with ABSOLUTELY NO WARRANTY
You are welcome to redistribute it under certain conditions. -3
Type license() or licence() for distribution details

>
Ris a collaborative project with many contributors .
Type ‘contributors() for more information and
‘citation()’ on how to cite R or R packages in publicafions. E
Type 'demo() for some demos, "help{) for on-line help, or -5_-:0
help.start() for an HTML browser interface 1o help. s
Type ‘q() to quitR. @

Loading default settings ... Loaded.
Package doBy not loaded.
Package psych notloaded.
Package UsingR not loaded.
Package lawstat not loaded
Package tseries not loaded.
Package np notloaded
Package openair not loaded
Package Hmisc not loaded.
Package car not loaded.
Package phia not loaded.
Package compare notloaded
Package reshape not loaded
Package Cairo not loaded.
Package pROC not loaded.
Package gimnet not loaded.
Package mer not loaded.

Execution test .. Passed.

Pmod PAl diagnostics test ... Passed
apying hle _lumor_De on.hb to the working directory... OK.
Copying file BRATS_Tumor_Detection.json to the working directory... OK
Canvinn file architerturas oy in the warkinn directnn. 0K

2.1.3 Selection of Python installation

Multiple installations and versions of Python may cause the PAI infrastructure test to fail.

In this situation you should define the path to Python 3.8 in the Configuration facility from the main
ToolBox:
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(3 USERS | ucn picoM | gty DATABASE | [ On Stan
@ User! w 4 » T Editusernams ¥ Add new user v X

4 Login enabled 1 A User sefngs are saved when switching the user
BETTINGS | PXMOD Models | PYIN Models | READ [ WRITE Formats | LOADING TOOLS | COLOR TABLES | MODULES

REPORT | DATABASES | FTP Nodes | APPEARANCE | BTATISTICS | PRESETS

Hollest Pivels Analysis Number of pinels | 5 Hypoxia index hreshold| 0.0 (Absolute value) Probabdity threshold| 0.5 (0-1)
Peak VOl volume | 1.0 fccm)
SUV Scan Date | Time (8 Series () Acquisiton () Scan

VO Classification mode: [ w

{¥] Save Patient Info in VOIS (required by DB restonng from g system)

IR statistics Console P X Clearpackages @ il R Configuration tost
RHoma C “fO;fJﬂ‘ FilesRR-4 2 2minkG4/ -
I [ Python & I
Required pazkages Hom repository on start  install 1o Pmiod folder * 40
[ Use Comprehensive R Archive Metwork (CRAN]) locaion.  Europe v 4
Package hype.  Binary, then from source ' 4P

Restart PMOD after setting the path to Python 3.8.

2.2 MacOS

MacOS from Big Sur onwards is recommended. Older MacOS may not support the PAI
infrastructure.

Note: the XQuartz package is required for plotting in the R console (to support X11 libraries). The
XQuartz project is officially supported by Apple: https://www.xquartz.org/

2.2.1 Python and TensorFlow Installation

Although MacOS provides Python libraries by default we recommend installing the newest available
Python version 3.8 from the website https://www.python.org/downloads/mac-osx/

1. Install TensorFlow using the Terminal command:
python3 -m pip3 install --upgrade tensorflow==2.10.0
2. Check that tensorflow appears in the list of installed packages:
python3 -m pip list

3. Test TensorFlow using the command:

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 pmod


https://www.xquartz.org/
https://www.python.org/downloads/mac-osx/

Installation of PAI Infrastructure

27

2.2.2

2.2.2.1

python3 -c "import tensorflow as tf;print (\"Num GPUs Available: \",
len(tf.config.experimental.list physical devices ('GPU'")))"

This test returns the number of compatible GPUs available for PAI (zero is an acceptable result if
you do not have a compatible NVIDIA GPU).

4. Install scikit-learn by entering in Terminal:
python3 -m pip3 install --upgrade scikit-learn
5. Test scikit-learn by entering in Terminal:
python3 -c "import sklearn; print(sklearn. version )"

6. Install PyTorch by entering in Terminal:

python3 -m pip3 install --upgrade torch

R Installation

Please download and install R version 4.2.2 for MacOS from https://cran.r-project.org/

There is no need to manually install additional R packages. PMOD will automatically download and
install the necessary packages when the PMOD R Console is started for the first time. If no R
functionality besides PAl is used in a particular PMOD installation, the installation can be restricted
to a minimal package set as described in Minimal R Configurationd*® below.

Default R Configuration

Following R installation, start PMOD and open the Configuration facility from the main ToolBox.

On the STATISTICS tab ensure that the checkbox R Statistics Console is checked.Select Install
to Pmod folder to awid permission problems when installing the R packages. We recommend
selecting Use Comprehensive R Archive Network (CRAN) location. In rare cases the connection
to CRAN may be unsuccessful. In this case, unselect Use Comprehensive R Archive Network
(CRAN) location, then select the CRAN location from the native R dialog that appears when R
Console is started. This situation has been encountered on MacOS Catalina.

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 pmod
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{3 USERS ocn DicoM | g DaTasase | B on Stan
@ Usert w 4 » | T EcMusername ¥ Addnewuser w3 Ho
B4 Login enabled ] M\ User setings are saved when switching he user
: SETTINGS | PXMOD Modals | PKIN Models | READ /WRITE Formats | LOADING TOOLS | COLOR TABLES | MODULES

REPORT | DATABASES || FTP Nodes | APPEARANGE | STATISTICS | PRESETS

Hottast Prels Analysis Number of pioals |6 Hypoxia Index threshold | 0.0 | ipsotute vaius)  Probatiity hreshold 0.5 (0-1)
Peak VOl voluma |10 Jeem)
SUV Scan Date { Tima (®) Series () Acquisition (O Scan

VDI Classification mode: [] =

£ Save Patient Info in VOIs (required by DB restaring from fie system)

[ R Statistics Console 7 ¥ Clearpackages & pfim#0 R Configuration test
R Homa | lLibranFramewors/R rameworkResources! &
[ Pythan -
Required packages from repository on stat  instail 1o Pmodd folder LAk B
[] Use Comprahensive R Archive Network (CRAN) location:  Europe vi4r
Package type:  Binary, then from source LA B 3

Restart PMOD and wait for the R icon on the main ToolBox to become active.

- a X

B|(r| W <

Then click on the R icon to open the PMOD Console. The required packages are downloaded and
installed, followed by an execution test and printing of the R version information:
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=
icaton | MR, Relaxometry ¥ 7 General ANOVA v ] Iy X .
_ - H
{
B X [ Output B x g
R version 4.2.2 (2022-10-31 ucrt) - Innocent and Trusting” .
| Copyright (C) 2022 The R Foundation for Statistical Computing
| Platform; x86_64-wi4-mingw32/x64 (64-bit) =
| R is free software and comes with ABSOLUTELY NO WARRANTY
| You are welcome to redistnbute it under certain conditions. P
| Type license() or Ticence() for distribution details
| Ris a collaborative project with many contributors.
Type ‘contributors()’ for more information and
‘citation() on how to cite R or R packages in publications. =
| Type ‘demo() for some demos, help()' for on-line help, or -Z*
| "help_start() for an HTML browser interface to help. =
| Type ‘q() to quit R. ®

| Execution test ... Passed.

| Loading defaull settings .. Loaded

The Settings button indicated above opens the dialog window below.

I R console settings

Additional packages >
(To load on start)

Efsn Package manager

Layout:

FEnk- R diagnostics

Tools location | TOP

Task tabs location | LEFT

Workspace:

[ Initial Workspace Data |

Save workspace on exit to the selecled R Data file

Initial script [ NONE

Editing:

Use initial script after each workspace is loaded

[A Par
Text output
Font [ Fixed

Report printout:

Max columns in table |9
Max lines in printout | 1000

~ Ok

> Cancel

Open the Package Manager. All packages should have status OK.
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OB, Package manager
| Required packages | User defined packages

Package Type Status Installed version CRAN version

| Repp CRAN OK 1.0.9 1.09
doBy CRAN OK 46.13 4614

| psych CRAN OK 205 229

| 1071 CRAN OK 1.7.11 1.7-12

| UsingR CRAN OK 207 2.0-7
lawstat CRAN OK 35 35
tseries CRAN OK 0.10.51 0.10-52
np CRAN OK 0.60.14 0.60-16
openair CRAN OK 2100 212

| foreign CRAN oK 08.83 0.8-83
Hmisc CRAN OK 471 47-2
car CRAN OK 310 311

| phia CRAN OK 0.21 0.2-1

| compare CRAN OK 026 0.2-6
reshape CRAN OK 089 089

| sfsmisc CRAN OK 1.1.13 1.1-13

| Cairo CRAN 0K 1.6.0 1.6-0
pROC CRAN OK 1.18.0 1.18.0

| survival CRAN oK 340 3.4-0
glmnet CRAN OK 414 41-4

| stringr CRAN OK 1.4.1 1.4.1
mcr CRAN OK 1.2.2 1.31

| reticulate CRAN OK 1.26 1.26
jsonlite CRAN OK 18.0 183

| lubridate CRAN OK 1.8.0 1.9.0
sfsmisc CRAN OK 1.1.13 1.1-13

| RNift CRAN 0K 141 143
memuse CRAN OK 421 4.2-2
pm.base Local OK 44011 -

| pm.ai Local OK 44011

- Install all packages  Install PAlonly & Install/ Update

v Ok X Cancel

Note: If package installation fails, please check your firewall settings or contact your IT senice.

2.2.2.2 Minimal R Configuration

For instances of PMOD that will only be used for PAI it is possible to install a reduced set of R
packages. To achieve this, perform the following configuration and installation procedure.

Following R installation, start PMOD and open the Configuration facility from the main ToolBox.

On the STATISTICS tab ensure that the checkbox R Statistics Console is checked and verify that
the path to the local R installation is correct. Select Don't install.We recommend selecting Use
Comprehensive R Archive Network (CRAN) location. In rare cases the connection to CRAN may
be unsuccessful. In this case, unselect Use Comprehensive R Archive Network (CRAN)
location, then select the CRAN location from the native R dialog that appears when R Console is
started.
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| (3 USERS | ccn Dicom |gin DATABASE | On Stan

@ Usert » 4 »| T Edilusername ¥ Add new user * MXRe

4 Login enabled [+1 £y User settings are s aved whon switching the user.
BETTINGS | PXMOD Models | PKIN Models | READ /WRITE Formats | LOADING TOOLS | COLOR TABLES | MODULES

REPORT | DATABASES | FTP Nodes | APPEARANCE | STATIETICS | PRESETS

Hotest Pinels Analysis Number of pimels |5 Hypoxia Index threshald | 0.0 (Absalute valug) Probability fweshald |05 (0-1)
Peak VOl volume | 1.0 fecm)
SUW Scan Date f Time @ Seres () Acquisition () Scan

VO Classification miode D -
£ Save Patient infa in VOis (required by DE restonng from file systern)

IR Statistics Console 7 X Clearpackages @ il R Configuration test

R Home | iLibraryFramewarks/R fameworkR esources! &

] Python =
I Required packages from reposiiory on stat  Donlinstall vid b I

[7] Use Comgrehensive R Archive Metwark (CRAN) location:  Europs vie»

Package type:  Binasy, then fom source LAE I

Restart PMOD and wait for the R icon on the main ToolBox to become active.

Then click on the R icon to open the PMOD Console. The internal packages pm.base and pm.ai
were installed automatically whereas the remaining packages are skipped and not loaded
messages listed:

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 . pmod



Installation of PAI Infrastructure 32

axometry ¥ | 7 Geﬂaral[ ANOVA - 7 b4 .

" Output j B =

¢ 0 <

R s free software and comes with ABSOLUTELY NO WARRANTY
You are welcome to redistribute it under certain conditions.
Type license() or licence() for distribution details

R is a collaborative project with many contributors.
Type ‘contributors() for more information and
‘citation()’ on how to cite R or R packages in publications.

Type ‘demo() for some demos, “nelp() for on-line help, or
‘help.start() for an HTML browser interface to help
Type 'q() to quit R.

M~ v|3

Loading default seltings ... Loaded.
Package Rcpp not loaded.
Package doBy not loaded.
Package psych not loaded.
Package e1071 not loaded.
Package UsingR not loaded
Package lawstat not loaded.
Package tseres not loaded.
Package np not loaded.
Package openair not loaded
Package Hmisc not loaded.
Package car not loaded.
Package phia not loaded.
Package compare not loaded.
Package reshape notloaded
Package sfsmisc notloaded
Package Cairo not loaded.
Package pROC not loaded.
Package gimnet not loaded.
Package stringr not loaded.
Package mcr not loaded.
Package reticulate notloaded.
Package jsonlite not loaded.
Package lubridate notloaded.
Package sfsmisc notloaded
Package RNifti not loaded.
Package memuse not loaded

¥

|

&

Execution test .. Passed.

The Settings button indicated above opens the dialog window below.
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I R console settings X

Addiional packages >
(To load on start)

[Eeen Package manager FEnkH R diagnostics

Layout
Tools location | TOP v 40|

Tasktabs location | LEFT v 4]
Workspace:
[ Initial Workspace Data | 4 @

Save workspace on exit to the selecled R Data file
Initial script | NONE v 4]

Use initial scripl after each workspace is loaded
- Editing:
[ Parentheses autocomplete
Tet output
Font [ Fixed v
Report printout
Max columns in table |9

-
L

Max lines in printout | 1000

[ v OK X Cancel

Open the Package Manager. Most packages will have Requires installation in the Status column

| Required packages | User defined packages |
Package | Type | Status ] Installed version | _CRAN version ]
Rcpp CRAMN Requires inst... 107
doBy CRAN Requires inst .. 4611
psych CRAN Requires inst... 219
e1071 CRAN Requires inst... 1.7-8
UsingR CRAN Requires inst... 2.0-8
lawstat CRAN Requires inst... 34
tseries CRAMN Requires inst... 0.10-48
np CRAN Requires inst... 0.60-11
openair CRAN Requires inst... 284
foreign CRAN OK 0881 0.8-81
Hmise CRAN Requires inst... 46-0
car CRAN Requires inst... 3.0-11
phia CRAN Requires inst... 0.2-1
compare CRAN Requires inst... 0.2-6
reshape CRAN Requires inst... 088
sfsmisc CRAN Requires inst... 1.1-12
Cairo CRAMN Requires inst... 15122
pROC CRAM Requires inst... 1.18.0
survival CRAN oK 321 3213
gimnet CRAN Requires inst... 4.1-2
stringr CRAN Requires inst... 1.40
mcr CRAN Requires inst... 122
session CRAN Requires inst.. 1.03
reticulate CRAN Requires inst... 122
keras CRAN Requires inst... 2.6.1
|sonlite CRAN Requires inst... 172
lubridate CRAN Requires inst . 180
sfamisc CRAN Requires inst... 1.1-12
RMifti CRAN Requires inst... 131
memuse CRAN Requires inst... 4.1-0
pm.base Local oK 43014 -
pm.ai Local OK 430127 -
| Install all packages | Install PAlonly | & Install / Update
Ok | | Cancel
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To install only the packages necessary for PAI, please select Install PAl only and then

Install/Update

Required packages ][ User defined packages ]

Package Type Status Installed version CRAN version
Rcpp CRAN Reqguires insta 1.0.9
doBy CRAN Requires insta 46.14
psym OSOAM o. i oy rW. W%
21071 Confirmation X
UsingR
lawstat
tseries
np The following packages will be installed:
openair
foreign ® stringr
Hmisc @ reticulate
car ® jsonlite
phia ® lubridate
?:;’r"g:;e ® sfsmisc
sfsmisc e
Cairo ® memuse
pROC ® pm.ai
::':::f:t This operation is time consuming and can't be stopped.
stringr Do you want to continue?
mcer
reticulate
jsonlite
lubridate v Yes X No
sfsmisc
RNifti CRAN Requires insta 143
memuse CRAN Requires insta 42-2
pm.base Local OK 44011 -
pm.ai Local oK 44011 -

Install all packages { Install PAl only & Install/ Update

I s

Following installation the Status entries will be updated:
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I, Package manager X
Required packages = Usar defined packages
| Package Type Status Installed version CRAN version
Recpp CRAN OK 1.09 1.0.9
doBy CRAN Requires Insta 46.14
psych CRAN Requires insta 229
1071 CRAN 0K 1.7.12 1.7-12 |
UsingR CRAN Requires insta 20-7 |
lawstat CRAN Requires insta 35 |
tseries CRAMN Requires insta 0.10-52
np CRAN Requires insta 0.60-16
openair CRAN Requires insta 212
foreign CRAN oK 0883 0.8-83
Hmisc CRAN Requires insta 47-2
car CRAN Reqguires insta 311
phia CRAN Requires insta 0.2-1
compare CRAN Requires insta 0.2-6
rezhape CRAN Requires insta 089
sfamisc CRAN OK 1.1.13 1.1-13
Cairo CRAN Requires insta 16-0
pROC CRAN Requires insta 1180
survival CRAN 0K 340 34-0
glmnet CRAN Requires insta 41-4
stringr CRAN K 141 141
mer CRAMN Requires Insta 131
reticulate CRAN OK 1.26 1.26
jsonlite CRAN oK 183 183
lubridate CRAN OK 1.9.0 1.9.0
sfsmisc CRAN OK 1.1.13 1.1-13
RNifti CRAN OK 1.43 14.3
memuse CRAN OK 422 422
pm.base Local OK 4.401.1 -
pm.ai Local OK 4.4011
= Install all packages Install PAl only !. install / Update
+ Ok “ X Cancel

Closing the window with Ok completes the installation.

Note: When prediction is launched at a later time point, the R Console will report the packages that

were not installed, but the Execution test will still pass as illustrated below.
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WR.Relaomety ¥ 7  General [ ANOVA » - x | H
— [
4 3 % .
il Cutput 2 = =
/ [—)
Rversion 4.2 2 (2022-10-31 ucrt) - “Innocent and Trusting” Q
Copyright (C) 2022 The R Foundation for Statistical Computing
Plalform: x86_64-wb4-mingw32/i64 (64-bit) o

Ris free software and comes with ABSOLUTELY NO WARRANTY
You are welcome to redistribute it under certain conditions. -3
Type license() or licence() for distribution details

>
Ris a collaborative project with many contributors .
Type ‘contributors() for more information and
‘citation()’ on how to cite R or R packages in publicafions. E
Type 'demo() for some demos, "help{) for on-line help, or -5_-:0
help.start() for an HTML browser interface 1o help. s
Type ‘q() to quitR. @

Loading default settings ... Loaded.
Package doBy not loaded.
Package psych notloaded.
Package UsingR not loaded.
Package lawstat not loaded
Package tseries not loaded.
Package np notloaded
Package openair not loaded
Package Hmisc not loaded.
Package car not loaded.
Package phia not loaded.
Package compare notloaded
Package reshape not loaded
Package Cairo not loaded.
Package pROC not loaded.
Package gimnet not loaded.
Package mer not loaded.

Execution test .. Passed.

Pmod PAl diagnostics test ... Passed
apying hle _lumor_De on.hb to the working directory... OK.
Copying file BRATS_Tumor_Detection.json to the working directory... OK
Canvinn file architerturas oy in the warkinn directnn. 0K

2.2.3 Selection of Python installation

Multiple installations and versions of Python may cause the PAI infrastructure test to fail.

In this situation you should define the path to Python 3.8 in the Configuration facility from the main
ToolBox:
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|| USERS | b Dicom | @i DATABASE | B On Stan

@ Usert = 4 » | T Edilusername ¥ Add new user * MXRe

E4 Login enabled [+1 £y User settings are s aved whon switching the user.
BETTINGS = PHMOD Modals | PKIN Models | READ /WRITE Formats | LOADING TOOLS | COLOR TABLES | MODULES

REPORT | DATABASES | FTP Nodes | APPEARANCE | STATISTICS | PRESETS

Hottast Pinels Analysis Mumber of pinals |5 Hyponia Index hreshald | 0.0 (Absalute valug) Probability fweshald 0.5 (0-1)
Peak VOl volume | 1.0 feem)

SUW Scan Date / Time (&) Series () Acquisition () Scan

VOI Classiication mode: [] *
£ Save Patient Info in VOls (required by DE resioning from file system)

FIRStatistics Console 7 X Clearpackages ®  pfinl0+ R Configuration test

R Home | MLibraryFrameworks/R rameworkR esources!

I [ Python @ I
Required packages from repository on stat  Dont instail * 4 b
[] Use Comprenensive R Archive MNetwork (CRAN) location:  Europe it
Package type:  Binary, then from source LA R I

Restart PMOD after setting the path to Python 3.8.

2.3 Linux Platforms

2.3.1 RInstallation

PAI requires R version 4.2.2. Please perform the following installation steps (Ubuntu 18.04):

Install R:

sudo apt-key adv --keyserver keyserver.ubuntu.com --recv-keys
E298A3A825C0D65DFD57CBB651716619E084DABY

sudo add-apt-repository 'deb https://cloud.r-
project.org/bin/linux/ubuntu bionic-cran40/' sudo apt update

sudo apt install r-recommended
Install the required libraries:
sudo apt install libcurlé4-openssl-dev
sudo apt install libcairo2-dev
sudo apt install xorg-dev

sudo apt install libssl-dev
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sudo

sudo

sudo

sudo

sudo

Start R at the command line as administrator (“sudo R”) and install the required packages:

add-apt-repository ppa:c2dd4u.team/c2d4ud.0+

apt-get update
apt-get install r-cran-1lme4
apt-get install r-cran-snow

apt-get install r-cran-vgam

install.packages ("doBy")

install.packages ("psych")

install.packages ("el071")

install.packages ("UsingR")

install.packages ("lawstat")

install.packages ("tseries")

install.packages ("np")

install.packages ("openair")

install.packages ("foreign")

install.packages ("Hmisc")

install.packages ("car")

install.packages ("phia")

install.packages ("compare")

install.packages ("reshape")

install.packages ("sfsmisc")

install.packages ("Cairo")

install.packages ("pROC")

install.packages ("survival")

install.packages ("glmnet")

install.packages ("mcr")

install.packages ("stringr")

install.packages ("reticulate")

install.packages ("jsonlite")
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install.packages ("lubridate")
install.packages ("sfsmisc")
install.packages ("RNifti")

install.packages ("memuse")

Main Configuration in PMOD User Interface

Following R and package installation, launch PMOD and check that R Statistics Console is

activated in the Main Configuration, on the USERS, STATISTICS

() USERS | ocn DicoM |ggfty DATASASE | OnsStan

@ Usert v 4 »| T Ediusername ¥ Addnewuser v ¥

B Login enanled ™ d_\ User setings are saved when swilching he user
SETTINGS | P*MOD Models | PKIN Models | READ /WRITE Formats | LOADING TOOLS | COLOR TABLES | MODULES

REPORT | DATABASES | FTP Nodes | APPEARANCE | STATISTICS | PRESETS

tab:

Hollest Piels Analysis Nurmber of plegls | £ Hypoxia index threshold | 0.0 (Absolute valwe) Probabiify threshold |0 5 -1}
Peak VOl volume | 1.0 feerm]
SUV Scan Date  Time (® Senes ) Acquisiton () Scan
VOI Classificaion mode: [ ] =
B4 Save Patient info in VOIS (required by D8 restonng kom file system)
IR Stafistics Console 7 ¥ Clearpackages ©  oEwiM R Configuration test

R Home | jusclibf =
[ Python =
Requered packages from reposiiony on stat  Install to Pmaod folger 1
[ Use Comprehensive R Archive Metwork (CRAN) location:  Europs i
Packagetype:  Binary, then from source ik

2.3.2 Python and TensorFlow Installation

Python version 3.8 is required. Install Python, TensorFlow and Scikit-Learn as follows:

sudo apt update
sudo apt upgrade
sudo apt install build-essential

sudo apt install python3
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sudo apt install python3-pip
pip3 install -U pip
pip3 install -U tensorflow==2.10.0
pip3 install -U scikit-learn
Install PyTorch either for CPU only:
pip3 install -U torch
or install PyTorch for GPU:

pip3 install -U torch --extra-index-url
https://download.pytorch.org/whl/cullé6

Note: TensorFlow can alternatively be installed in Python’s virtual environment. scikit-learn can be
tested using the command: python3 -c “import sklearn;
print (sklearn. version )"
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3.1

Preparation of Training Data and Neural Network

Data Preparation

Image Import

The use of a database is a prerequisite for developing an ML model in PAI. Please refer to the PMOD
Basic Functionality User Guide for instructions how to create and use databases. In the example
below a database called BraTS was created and the data from the MICCAI BraTS Challenge
imported.

Image Association

A training sample consists of one or seweral image series, and either the segmentation reference
result or class for classification from which the neural network should learn. All of these images need
to be associated in the database so that when a single image is referenced all related images are
identified.

To associate the images, select a subject in the Subjects list and then all series to be associated in
the Series list. From the option menu indicated below select Associate Images, which brings up a
dialog window confirming association of the selected series.

- =

1-F | W7

DATABASE | Dicom | AUTODETECT

?

= I RAT_DORA_MLZ L] MiDEs & Mew (B3| ¥ Cewfme O Reveshouey @ @ | @eEmpn v | @ moomor

@ St e Evh Dae =

7 ||[carnen &

Subpect Hame Subject 0 * Wodicaiion Caie Sex Date of Brih
TOPNF RO 047.2 0210131 163629364

i -
@ & Add 10~ Sabectid to oading® I EciSutec Q) Duw Selpcks)  F Crosts new Sujec

@‘ Serie [ (3

Subject Hama Sty Dase Sy Time | Series Dase Series Tima Stucly Descripsios Sories Description
TOTUF ROG 0 oanEn ESRLY P ICROA Fifm (T

- T 0 e tEm LATE_ i e
| | \THF A2 5 0EtRe EARLY_E SEQMENTE

2.4 B adsuecteasems B Add Alssien @ Deie

Balecie fow|rading | Compinents Admesbaban [£)

a (K)o Praiocal

I Associated serie(s): =

[Ty Hame DB ID
107MP*ROI2 | LATE_WP | [CROPIiAvg Frm (T)] =808/1497/0/2 LATE/RAT_D m
IMAGE 107MP*ROIZ | EARLY WP | SEGMENTS 8081519007 /RAT_DOPA_MLZ>  NONE —

! <8081 RAT_ _ML2
| IMAGE  107TMP*ROIZ | EARLY_MP | SEGMENTS <B08M5190/"RAT_DOPA_ML2=  SEGMENT

X Remove association

Setseries TAGGING | SEGMENT + 4
NOME
~ Ok X Cancel PET

1 MRI
[ &
+ SEGMENT

‘ Ve J ‘ with Operations ; & (¥ by Protocol Remaove Bem ol oo aooy
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To identify which image series is the reference segment map, select it in the list, then the TAG
column, and in the menu that appears select the SEGMENT entry. If more than one input image is
required for the segmentation, it is important that they always appear in the same order in the
association list. Please use the arrow buttons to the right of the list for shifting the position of a
selected element.

Existing associations can be checked by selecting one of the image series and activating the button
indicated below:

b Add to " Selected for loading™ 1o EditSubject €D Delete Subjectis) ¥ Creats new Subjed A% Assign o Project | Group - l:g Split
Seies 3] @
Subject Mama Study Date Study Time Series Date Series Time Stucty D Seri - i i Last Usa Mod nt nz nx ny
107THP ROIZ 2097.0370 081903 EARLY_WP [CROPAwg Frm (T1] 2021-01-31 15:56:] 2022-06:04 01 PT i Ll 58 44
107MP ROI2 20170310 081302 LATE_WP {LROF] 20 PT 1 a0 58 4
F

08-19:02

FifAwg Frm (T]]

| | with Orparation . & (¥ by Protecol F ¥] Claar after Ioading B S%HE et = B ¢ =

Adding a Descriptive Variable or Class for Training (Project Description)

For segmentation projects we strongly recommend adding a descriptive label to the series used for
training by defining the Project using Assign to Project | Group. This description will be used to
check that new data used for Prediction has the same content as that used for Training.

If a difference in the Project description (or number of studies) in Training/Prediction is detected,
warning messages based on the following structure will be returned:

r
@ Message

Segmentation cancelled:

Images in the input sample (associated series) have different description, than images used to generate weights.
Please verify the following database fields for the input images:

EJ Field 'Project”:

Image 1. found: 1., expected: 1.t1
Image 2: found: 2., expected: 2.tlce

X Close

For classification projects the Project label is required as assignment of the Class that the sample
belongs to. For example, see the Amyloid PET classification Case Study: samples are in either “AD”
or “YC” class (Alzheimer’'s disease or Young Control) and the model is trained to Predict (with
probability) which of these classes a new sample belongs.

Data Cropping

Another part of the data preparation consists of reducing the data wlume to the relevant portion. In
the brain segmentation example the image should be restricted to the brain. This process can be
included in the training set definition by creating a VOI that will serve as the cropping box and
associating it with the input data using the same tools as image association.
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To achiewe this, open the input image, create a suitable VOI such as a box, position it properly and
sawve it to the database. Then select the input image in the Series list on the DB Load page, followed
by Associate VOI from the same menu where the images were associated.

[0 Assign to Project | Group

€ Delete | &2 Associate VO \ ¥ Associate VOI

[0 Associate Whole blood
[J Assodate Plasma

Associate Parent fraction

In the dialog window which opens select the saved VOI and activate Set Selected.

Automatic Association Creation

The neural network training process requires the preparation of a large number of samples. To make
this process easier a mechanism for the automatic association of the images is available. It uses
either the Incoming Folder method or batch assignment of Project using database queries. A folder
that is regularly checked for data to be imported into the database is defined in the DICOM Server
configuration. It takes into account information prepared in a csv file that must also be located in the
incoming folder. The structure of such a csvfile is illustrated below:
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.

[ BEFILENAME

2 |BraTS20_Training_D01_flair
3 BraTszo |_Training_001_seg, z BraTS20_Training_001
4 BraTszﬁ )_Training_001_t1.mi gz " BraTs20 |_Training_001
L E\raTSZG | Training_t 001 tice.ni.gr BraTS20_Training_001
6 BraTSZO _Training_001_t2.nilgz | BraTS20_Training_001
7 BraTSQO |_Training_002_flair nii.gz BraTS20_Training_002
8 _BraTszo Training_f 002_“@, z BraTS20_Training_002
9 |BraTS20_Training_002_tlni.gz BraTS20_Training_002
|BraTS20_Training_002_tlce.ni.g»BraTS20_Training_002
BraTSQO |_Training_002 I2n||.gz BraTS20_Training_002
BraTS20_Training_003

ii,gz BraTS20_Training_001

n
12 |BraTS20_Training_003_flair.
_13 |BraTS20_Training_003_seg, _g; BraTS20_Training_003

14 |BraTS20_Training_003_tlni.gz BraTS20_Training_003
15 :BraTszﬂ_Training_DDz_uce.nii.g)BraTszo_Trajning_DEla
16 |BraTS20_Training_003_t2.ni.gz | BraTS20_Training_003
17 _|BraT520_Training_004_flair.niigz BraTS20_Training_004
18 |BraTS20_Training_004_seg,nii.gz BraTS20_Training_004
15 BraTSZO |_Training_004 _tlniigz |BraTS20_Training_ 004
20 -BraTSZG |_Training_004_tice.nii.grBraTS20_Training_004
__’_‘I_ _BrﬂTSZO_T[adHII'Q_W_iZ ni.gz | BraTS20_Training 004
22 |BraTS20_Training_005_flair.nigz BraTS20_Training_005
23 -ara'rszn |_Training_005_seg.ni.gz BraTS20_Training_005
24 BraTszﬂ _Training_005_t1.nii. gz BraTS20_Training_005
25 |BraTS20_Training_005_tice.ni.g BraTS20_Training_ 005
|BraTS20_Training_005_t2.niigz  BraTS20_Training_005
2.’ BraTszo )_Training_006_fiair.nii.gz BraTS20_Training_006
28 _BraTSZO_Trainlrn;_DOﬁ_;_,eg{lg .0z BraTS20_Training_006
29 |BraTS20_Training_006_t1.nigz  BraTS20_Training_006
30 |BraTS20_Training_006_tlce.nii.g» BraTS20_Training_006

AME

C

BraTS20_Training 001
BraTS20_Training_001
BraTS20_Training_001
BraTS20_Training_001
BraTS20_Training_001
BraTS20_Training_002
BraTS20_Traming_002
BraTS20_Training_002
BraTS20 Training 002
BraTS20_Training_002
BraTS20_Traming_003
BraTS20_Training_003
BraTS20_Training_ 003
BraTS20_Training_003
BraTS20_Traming_003
BraTS20_Training_004
BraTS20_Training_004
BraTS20_Training_004
BraTS20_Traming_004
BraTS20 Training_ 004
BraTS20_Training_005
BraTS20_Training_005
BraTS20_Traming_005
BraTS20_Training_005
BraTS20_Training 005
BraTS20_Training_006
BraTS20_Training_006
BraTS20_Training_006
BraTS20_Tramning_ 006

o | G H
60 protocol FLAIR
G0protocol  SEG
60 protocol Ti
60 protocol TICE
GO0 protocol T2
52 protocol FLAIR
52 protocol SEG
52 protocol Tl
52 protocol TICE
52 protocol T2
54 protocol FLAIR
54 protocol SEG
54 pratocol T1
54 protocol TICE
54 protocol T2
39 protocol FLAIR
39 protocol SEG
39 protocol T1
39 protocol TICE
39 protocol T2
68 protocol FLAIR
68protocol  SEG
68 protocol T1
68 protocol TICE
68 protocol T2
&7 protocol FLAIR
67 protocol SEG
67 protocol T1
67 protocol TICE

'AGE PROTOCOL DIAGNOSIS PROJECT

3.FLAIR
5.5EG [SEGMENT]
171

2TICE

472

3FLAIR

5.SEG [SEGMENT]
171

2TICE

412

3FLAIR

5.5EG [SEGMENT]
171

2TICE

412

3FLAIR

5.5EG [SEGMENT]
171

2TICE

472

3.FLAIR

5.5EG [SEGMENT]
171

2TICE

4T2

3.FLAIR

5.5EG [SEGMENT]
171

2TICE

ki

MR
SEG
MR
MR
MR
MR
SEG
MR
MR
MR
MR

SEG

MR
MR

K
'EDRFFE i
SEG
1
TICE
T2
FLAIR
SEG
L
TICE
T2
FLAIR

The label defined in the Project column is assigned to the imported image series. Once imported,
Associate Images Automatically can be used to generate the associations. Note that in the
example, four images in each sample are used as input for the segmentation according to the
requirements for the MICCAI BraTS Challenge. To establish a consistent order, numbers are used in

&

the labels.
| ‘DATABASE | DicoM | AUTODETECT
I : & = ;
| I RAT_DOPA_MLZ w 4 [MIlDHs ¥ New 88| ¥ ClearFitter 4} Refresh Guery
|| =
|
Subject Nama |+ Barth Date
Subjea D |+ Modificason
|
Sutjects (382) 3|
Subject Name = Modification Date Sex Date of Birth
10TME ROIZ m1—a1-a1 113&2113&4
10BMP ROI X
10BMP ROIZ 20210
1D9MP ROIZ 202101
2021013
2021-01-
202101
16:30:28.843
162815675
12 RO 2021-01-31 16:27.52.968
mm_ ROIZ 20210131 16,25 48 34
1 > ROt2 2021-01- 2525 8%
<2 RAC ROIZ oA
- T Assocuste Images Automatically '3 1
B acd 1o " Selected for lnading” Tom Eciif pect | A% Associate Images Automatically ¥ =2 Spa
= — | Propects Azsign to Project | Group
f ] 1.EARLY
| Sanes 3} (& 2 LATE o Associate Images Automatically
Subject Hame Study Time Series Date Sedies Time L Modification  Last Use Mod
10TMP ROIZ o103 : — h21-0'l-3‘l 1558 2022-06-04 011 PY
107MP ROIZ 081503 Al Baast 2 progects should be selecied 021-01-31 15:04:5 2022-06-04 041 PT 5
10TMP ROIZ 001902 Aszociacion will De created in the order of projects. B0o4.04.249 16:28:5 2021-01-31 16 PT 1 40 ] a

~ Ok

Process can be lime consuming

X Ccancel

Automatic association may also be used for data already in a database, when advanced database
query can be used to easily batch label series. For example, when each subject in the database has
only a single image series and single segment series, all image series can be given the Project
“‘input” and all segments the Project “{SEGMENT]". These two Projects are then selected in the
Associate Images Automatically dialog.
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14 Trabec... Usert 5
14 Trabec... Userl 4
14 Trabec... Usert 3
14 Trabec... User! 2 5
14 Trabec.. Userl 1
]
= o Delete 4t Assign to Project| Group hd [o B T
Define properties E
D cation re—y nz i
= d | [v] Project input -
] Group |
[ Lock; (a
Ok * Cancel
| [*]
a Remo. Remove _ [¥] Clear afterloadi_... | [] ACQ Groupi . 4 ¢ =
S—
] Subjects [201] @ |
Subject Name | Subjectio |= Modification Date Sex | Date of Birth
madfemur_b6-16_metaphysis_0463 mdfemur_bf-16_metaphysis_.. 2021-04-24 13:42:.40.519 |=
mafemur_bi-16_metaphysis_0462 madfemur_bf-16_metaphysis_.. 2021-04-24 13:41-14.405 =
mdfamur_bE-16_melaphysis_0461 mdfemur_b&-16_meataphysis_., 2021-04-24 13:40:19 476 |hd
£} Add to "Selected for loading” Iom Edit Subj.. €Y Delete Subject . % Create new Subj.. || & Associate Images sutomatic. | =
| Series 2] @ |
Subject Name | Study Date | Time | Study Description | Senes Description |7 modification [ LastUse [ moa [nt  Jnz  [mx [ ny
mdfemur_bE-16_ 2021.04.23 22:56:10 mdfemur_bS-16_meta, . mdfemur_bG-16_melap.. 2021-04-24 1334 2021-04-27 1. PT 1 1 B08 504
midfemur_bE-16_ 2021.04.23 2256:10. . mdfemur_bB-16_meta.. mdfemur_b8-16_metap. 2021-04-2322:5. 2021-04-271. PT 1 1 608 5041
e Associate Images Automatically X
[ [ Projects |
input
| SEG [SEGMENT]
| At least 2 projects should be selected.
Tl m Assodacion will be created in the order of projecis. ¥
Process can be time consuming . =
Add All - T i
& a = ! T | 4 »
J' Selected forloading | Components Administration
| StidyDate |7 E | [ |
1 il ] »
I w 1 ) 7] Clear after loadi B -l =

3.2

Control Mechanism

Data Consistency

A prerequisite of training a neural network is that all samples are consistent. For example, the
MICCAI BraTS example described in the Multichannel MRI Segmentation (brain tumor) Case Study
expects four input MR images, each from a particular type of MR sequence, and reference segments
identifying three tissue types for segmentation. Adding a sample with only two input MR images, or
reference segments with five labels provokes a failure. Likewise, prediction using the trained neural
network will fail with data of a different structure.

In a classification project, all samples must have a Class assigned or a warning that unassigned
samples are present will be returned and the samples excluded from training. During prediction the
use of input data with different dimensionality to the data used for training will return a warning, as

PMOD Artificial Intelligence Framework (PAIl)

(C)1996-2022

.pmod



Preparation of Training Data and Neural Network 46

will missing VOIs used as part of data reduction in the SVM architecture (see Amyloid PET
classification Case Study).

Manifest File

To ensure consistency, PAl uses a manifest file (JSON format) to store information about the training
process and history. The consistency check includes the number and type of datasets included,
their descriptions, as well as the pre-processing procedures. The manifest file is based on the first
valid sample (“leading sample”) when the first training occurs. The manifest file is additionally
associated with the weights file resulting from training of a model. If a mismatch between manifest
and weights is detected when importing/retrieving these files in the Edit Learning Set dialog, a
warning will be returned when additional training, or prediction, is attempted.

Data Checks
The following checks are included,;

e Proper loading of the associated images — checking whether all associated images are properly
loaded.

¢ Number of dimensions — the number of dimensions of the input images must be consistent with
the number of dimensions of the images used for the original training. It must also be consistent
with the number of dimensions supported by the chosen model.

e Number of associated images — the number of associated input images must be the same as the
number of images associated in the samples used for the original training.

e Segmentation: “Project” field, sening as image description — the description of the associated
input images stored in the “Project” database field must be the same as in the images used for the
original training

¢ Classification: “Group” field, class assignment - the classes detected are reported before training
is started and warnings are returned for samples missing a class, or if less than two classes are
detected, or if the selected samples do not contain all classes detected in the learning set
(manifest)

e Modalities — the modalities of the associated input images must be the same as for the images
used for the original training.

If one of the above requirements is not met, PAI will do the following according to the workflow in
use:

¢ Prediction: Cancel processing and inform the user

¢ Re-training: Skip the sample and print the information in the log

Model Configuration Check

The final control checks the settings in the user interface. Every time the user starts a training or
sawes the learning set, the content of the selected manifest file will be compared to the current
settings in the user interface. This awids accidental use of training parameters that differ from
previous training sessions. The user is prompted to copy either all or only critical settings between
manifest and learning set.

Control Overview

The data and model consistency checks are performed in the background during the workflows.
Issues will be automatically detected and the user guided to correct them.

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 pmod



Preparation of Training Data and Neural Network

47

3.3

Learning Sets

In PAI, a Learning Set organizes all of the necessary data and parameters for training, including the

data samples, the data preparation parameters and the neural network settings.

Note that any necessary data preparationD*' should be done before creating or extending a
Leaning Set.

Learning Set Creation

To create a Learning Set or start a training run, select Edit Learning Set (Training) from the

View + Al menu:

A dialog window appears that lists the existing learming sets in the upper section. It allows new
learning sets to be created and existing leaning sets to be extended in the lower section.

& LCoadimage Data »
} B Savelmage Data
®¢ Close Al

Aggregate VOI Statistics
B Batch pipeline

DCH Create DICOMDIR
DICOM Query/Retrieve

E<Hl Edit Learning Set (Training)

A Generate Data

Acceptance Test

o8 Settings »

@3 Quit
- T
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| B Create Lesrning Set
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‘ 1. Leaming Set [ZF  SELECTDATABASE | b= RAT_DOPA_ML2

Praviaw |
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4 SubjeciMams  Shedy Dabe Study Tema Saries Dato Sarios Tima Seudy Saries Lasi Uise Mod wt

23aDTEZ'ROIN 20973011 001815 EARLY_OTBEZ [CROPR&g Frm (T) 2021-01-00 17:36:( 2022-06-03 181 PT 1

2 2007.10.11 081615 EARLY OTBEZ IcR T e - o

4t Add samples X Remove  w X AmomFMIze samples 4 Define Test Set sample(s|
3. Training paramstars

SEGMENTATION ¥« b

*4dr 7 Ine GPL
-
Batch sz [ 10 Marst Leaming Rate aan h raal
9l '

4 Preprecassing paramatars | 5 Targstsedings | & Walghts & Manifast

¥ ¥ ¢ T ) e 04 08 i Hies : 4

3 mm, a 19 038819 18 n Cumant ma ] oo
e o v 4 mple.

® Precew

el Train Netwark [ Expon i Workspace | Jsh Train Netwark with Workspace £ 1 W & 7. save Leamning Set | [l Saveas  EE Exportas Modsl | T ¥ Cancel

A text description can be appended to the Learning Set using the Description navigation button:

1.Llearning $et[2} SELECT DATARASE | > RAT_DOPA_ML2 v 4 DatabBasel " ai5et | Preview
Component name Subject name Subject id Seres descr. ¥ Modity time Last ise User Arch Project Group
PMODSW-566-0: ~{Al LEARMING SET] Al LEARMING SE 2021-01-12 1810 2021-01-12 18 User? RAT_DOPA
PMOD! ~|& LEARNING SET] Al LEAR) 2021-01-12 18:40: 2021-01-12 18 Usar RAT_DOPA
T Edit description *
% Create Leaming Set » [ Delete | Export | Rename | exsting G4l Import

Descrigtion | &

I samples |1 af10]

Learning Set: PROD!

1 <218/418/M10 18 RAT_DOPA_MLZ>

4 SubjectMame  Study Date Study Time Series Date Series Time Study Description This is @ chance fo keep track of your Leaming Sets with detailed notes I
234DTEZ*RON 207011 EARLY_DTBZ =2 e Ehinid oy Eaming =els elalle 25
21ANTEZROID 2017 10,11 Ly 0TET oy

E

W O X Cancel

Existing Models can also be imported using the Import Learning Set button. A database containing
the same samples as used for training, with same database and sample naming, is required. The
corresponding weights and manifest files will also be imported and the Model available via the

database for Prediction. This mechanism can be used to import models that were trained on different
machines (or cloud computing).
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i.leaming Set {2k  SELECT DATABASE FAT_DOPA_ML2 [ DstaBasel * alet
Subject name Subject il Sedien descr, * Modify fme | Lost Use User Arch Project Group
PMODSW-566-02 Al LEARPING SET] & LEARNING 58 2021-01-12 1810 20210112 18 L RAT_DOPA
PUMODSW.A65.01 A LEARPMING SET] A LEARNING SE 2021.01-12 1648 20290142 18" Usart RAT_O0®A
E ST Z

2 Samples [1 o1 10] 4

BB Select exported Lawmins g5t
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File pams
Fedders f1] Files [1]
| Date Sire [kE]
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08 45 25
|| *aisat
e
Nt fitutu X Cancel

_ T T 2

1 Trammn naramatars

Learning Set Content

The next step is to add training samples. First select the learing set in the 1. Learning Set list,
then select Add Samples at the bottom of 2. Samples.

. Create Lestring Set

1. Leaming Set[Z}  SELECT DATABASE | e RAT_DOPA_MLZ o DatsBassl * aidel | Praview 4
Cormpanent same Subyect name Subject id Geries descr. T Modily time: | Last Use User Arch Project Grown Valdsts ample
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¥ Craate Leaming 3at » | Dalets | Export | Rename | salsting el Impot | Description =

2 Bamples [ of10]

-~ Subject Name  Snudy Date Study Tima: Series Dabe 5 plion Last Use Mod t

234DTEZ'RON 20974011 081815 ICROPYAg Frm (TH 20290109 17381 2022-06-03 16> PT 1

> 2 08 ¥ rm (T 101 FT 1

il EARLY | ¥ TH 7. PT 1 o
2 171012 08,45 42 ARLY DTZ FT 1 N % - L
¥ Remove o X Annmymize sampies 4 Define Tes? Set sampie|s)
-

3. Training parameiers o G A .

SEGMENTATION + « B re Muitichans 7 Use GRU R ¥ |z2m

-
Bach siza| 10 Mumoss of 4pochs [ 300 | Leaming rate 5 Maniest Leaming Rats Patience|2 Factor|0 = \Walghts saving intarval| 1 =

' 100 14

4 Preprocassing paramatars | 5 Targe1 semngs | 6 Waights & Wantas: ™ I e~ W~ B
¥l Ress [@lCroptavol F Box (240 |[200 f320 |pnmi | vessi (04 a4 08 i ol Sk =i & Sampls | & Mask
s i & 038E1E 03850 0794 mmi | Cument matic 58 x 48 5 40 e w [RGB Color
G g w 4 b ol il ) L AL
« Praisw
Aerags Framas ™ -
£k TrsinMetwork | [ Export 1= with Evatunse Medet | [ 7. Save Loaming Set | [ Savens | SR ExportasModel | 7 | * Cancel
|
A dialog window appears for selection of the input images. The flat database view
H i - @aiT
| Selected for loading | Components Adminisiration _
o [3] %]

B vertical
. Horizontal

. Flat series

. =

~ Blice ® Volume O All 4

Salsafes |
= | X Cancel

and advanced filtering options are useful to list the only the image series which are first in the
Associated list. Select all appropriate series from the filtered list and Set Selected. The dialog
window is closed and the samples added are listed in 2. Samples. For a quick quality control, the

fusion of the sample image and the corresponding reference segment can be shown in the Validate
Sample area by activating the Preview box:
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X
] [¥] Preview | -. .
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1
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@» Gray o > &

4 Define Test Set sample{s)

w (o0 | @ [2021918 ]
LT
13 3] == 100 [%]
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Sample || &® Mask

MIX w (RGB Color)

059 (4 = F—» X @
# Preview —.
ﬁl 3 E®
e as || =%  Export as Model ” 7 |:, X Cancel |

The Define Test Set Samples option is used as part of model evaluation after successful training. A
number of samples may be excluded from training and “held back” for model evaluation. These
samples can be selected in 2. Samples and marked as Test samples using the Define Test Set
Samples button. Following training, an automated model evaluation process can be started using
these samples using the Evaluate Model button. Prediction will be run in R Console and each
predicted segment compared to the reference associated with the sample. An average loss value for
the test set samples will be returned.

T Create Learning Set

1.Learning Set [2]: SELECT DATABASE | P> RAT_DOPA_ML2 e 1B :I DataBagel * 3ie! | vl Pr
Subject name Subject i Series descr. * Modity ime Last Use User Arch Project Group [ valit
| P B6-C ~[41 LEARMING SET] Al LEARNING SE 2021-01-12 18:10: 2021-01-12 18- Usert RAT_DOFA
| PMODSW-566-01 ~JAl LEARNING SET] M LEARNING SE 2021-01-12 18:48: 2021-01-12 18. User! RAT_DOPA
% Create Leaming Set + | Delete | Export | Rename | existing e Impon Description &=
2. Sampies {4 or10]|
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(0B 45.45 EARLY DTEZ

{i Addsamples ¥ Remove o X Anonymize samples 4 Define Test Set sample(s)

[ 3. Training parameters
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Samples may be Anonymized for training by checking the checkbox Anonymize samples. This is
particularly relevant for training on cloud-computing infrastructure.

Architecture Selection & Settings
In 3. Training parameters, architecture to be used and the training settings are configured.

FE Creste Lesming Set

1.Learning Set[2;;  SELECT DATABASE | = RAT_DOPA_ML2 Ll | DataBasel * aiSat ¥ Prayiew
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4} Addsamples ¥ Remove o X Anoymize samples 4 Define Tesi Set sampleis)
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3. Training parameters

SEGMENTATION W k Architecture:  Mulichannel Segmentatiocn * 4 b ? Use GPU
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The Al task (Segmentation or Classification) is selected on the left, followed by the neural network
Architecture.

The neural network architecture is selected from the drop-down menu Architecture. The list

C
C

orresponds to the the content of the Pmod4.4/resources/pai folder, where the neural network
onfigurations are stored in sub-directories. See Architectures included in Distribution®

Note that the architectures provided by PMOD are designed to be retrainable. For example, the
Multichannel Segmentation architecture was initially tested for the 4 input series, 3 segment output
MICCAI BraTS example case, and was successfully reapplied for the Rat Brain Dopaminergic PET
example case. This retraining is described as a Case Study later in this documentation.

The checkbox Use GPU allows you to choose between training using the CPU or
available/compatible GPU. Note that the Classification architecture SVM can only use CPU.

The training parameters for SEGMENTATION are:

PMOD Artifici

Batch Size: This parameter defines the number of samples that are processed before the internal
model parameters are updated.

Number of Epochs: Defines the number of times that the learning algorithms processes the entire
training data sets. The length of the vector of loss values recorded in the Manifest corresponds to
the number of epochs. Hence multiple epochs are required to observe an ewlution of the loss
value through training. During training a plot of the loss value (y-axis) by epoch (x-axis) is
displayed, allowing the user to gauge the progress of training (and stop training if a plateau in loss
value is observed).

Learning Rate: Defines the rate of change of the Weights. (For a Learning Set that has been
used for training the final learning rate reported in the Manifest is shown)

Manifest Learning Rate: if the model is being retrained and there is an existing manifest, the
Learning Rate recorded in that manifest is displayed here (the field is not editable)

Patience: Defines how frequently (after which number of epochs) the validation loss is compared
(and hence learning rate altered)

Factor: Defines the factor by which the Learning Rate will be adjusted when the validation loss is
found to increased from one epoch to the next (or for interval of epochs defined by Patience)
Weights saving interval: Defines how frequently the weights file will be saved (e.g. Weights
saving interval = 1, save after every epoch)
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The training parameters for CLASSIFICATION vary by SVM kernel selected (see https:/scikit-
learn.org/stable/modules/generated/sklearn.svm.SVC.html for additional details):

e Linear: Max. iterations, Cost factor

e RBF: Max. iterations, Cost factor, Gamma (Auto, Scale, User defined)

e Sigmoid: Max. iterations, Cost factor, Gamma, Coefficient

e Poly: Max. iterations, Cost factor, Gamma, Coefficient, Degree

| M e LY R A e

3. Training parameters

CLASSIFICATION + 4 b Architecture:  Classification SVM v 4 7

Kemel Linear ¥ 3 Max. fterations | costfactor |10 |
L / Linear
4 Preprocessing p REF arget seftings ! 6. Welghts & Manifest
Sigmoid i —————r
¥| Resize [¥lCr F'ogly Box|24.0 |20.0 |[320 |[mm] | Voxel |04 0.4

- 't - 4 22090310021 3184 [mm] & 0238819 038819

Additional architectures available for Classification are ResNet50 and Image Classification. Contact
us for more information.

Data Preparation

1e I
17 PT 1

In 4. Preprocessmg pa_rameters the data preparatlon stepngre conf igured.

| £3BL B LR FIET L) UL 1

T4 Frm T 2021-0
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4F Addsamples ¥ Remove w0 X [l Anonymize samplas 4 Define Test Set sample(s)
r 3. Training parameters — |
SEGMENTATION W » Architecture:  MuMichanne! Segmentaton * 4 ¢ 7 I Use GPU
Batch size C__ Mumber of @pochs Sii Learning rate =E ] Manifest Leaming Rate _' Fatignce 2_ Factor L Weights s:]-ar-gumerual;_l_

| 4 Prapiocessing paramaters §| 5. Target setings | 6. Waights & Manifest

] Resizn [ Croptovol P Box : |20.0 _ eIl |m"|,- Vaxal ’ - . " [mm] Mew malric 64 x 64 X 48
3 & 22903 19.021 3184 [mm] 4 033810 038310 0706 [mm} | Currentmatric 59 x 49 x 40
Gaussian Smoathing : .I-I m} [#] Scale Values to.  Z-Score v 4 of sampie. ;
| Ayerage Frames o, Feevee:
A=k Train Network ._ & Export R Workspace [ F=h  Train Network with Workspace Evaluate Model || & 7. SaveLearning Set | | Saveas | @ W Exporias Model | 7

The available data preparation steps are:

e Resize: input samples may not all have the same image dimensions, pixel size or field-of-view.
Standardization is beneficial to training the neural network. This can be achieved through a
combination of cropping and interpolation. Crop to VOI: Enables cropping to the associated VOI
as described in Data Preparationl*' or to a fixed Box and Voxel size, defining the New matrix.

The ° icon retrieves the current box and voxel size from the sample selected in 2. Samples to
make a comparison between the New matrix and Current matrix easier.

¢ Gaussian Smoothing: Input image smoothing to reduce noise.

e Scale Values to: Normalization of the pixel value range by scaling according to a method

selected:
[¥] Scale Values to: Z-Score v 4 of sample
Aver
Max
[ == —3 Aver above % of Max
i || &- AR K Aver in percentile range
: v Z-Score

e Average Frames: Reduce the dimensions of the input data by averaging the available frames.
e For Classification additional options for Image Reduction are available. The tool tips provide
additional information about the methods available:
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4 Preprocessing parametars | 5 Target seftings | 6. Weights & Manifest |
¥] Resize [v]CroptoVOl 7 Box|24.0 |20.0 320 |[mm] Voxel |04
B a 22903 19.021 31.84 [mm] & 0388
[_] Gaussian Smoothing | || [mm] [¥] Scale Values to; Z-Score
[] Average Frames J lv] Image reduction.  Average v »
V Mverage
. T WP |
Bl Train Netwol | E ExportRWorkspace | B 3 ~ With Wai
J\ = VO statistics |

- Average: average of available slices in z direction, creating a 2D image from 3D input

- MIP: calculates the maximum intensity projection in z direction, creating a 2D image

- VOI Statistics: reduces the sample to a vector by calculating a chosen statistic in associated
VOI(s). A subset of the VOlIs available in an associated VOI file can be defined using the Select
VOIs checkbox. The VOiIs to be selected can either be defined by manually entering the VOI

red VOlIs in the interface provided by From VOls.
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|

The effect of the selected Preprocessing parameters can be examined by generating a Preview of the
sample after preprocessing using the Preview button:

|
1. Leaming Se1 1} SELECT DATABASE | Pmod - ¥ | [ DataBase/ * aiSel | Praviaw 4
Valaate Sampl
poci =i LEARINING SET] Al LEARNING SE 20221930 1718 2022113017 Usert Pmod I S

B Inspect images

¥ Creste Leaming 3at « | Delgte | Export | Rename | saisting
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L0 8
U P raqratassng paramatara | 5 Targel semings | 6 Wisights & Mardust w I el> B 0O
A o B s o
v : B ] v L & sample
3 - Tia ] Fl 1 mm - 112 112 mi m Wi w ([RGB Color]
2 o Seas Valies v 4 dlsa 1 L2 P X @
= .
Faky Train Netwark B Espont =] with il Modet | [ 7. Save Leaming Set B Saveas | EVbE) Exportas Model | 7 ¥ Cancel

Note that as an alternative to such pre-processing steps, the input images could be (manually) pre-
processed in other PMOD tools. In this case the user must ensure that identical operations are
applied to the input images before prediction.
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Data preparation helps to reduces the amount of unnecessary information in the sample and
standardize images which were not acquired using the same protocol.

original image image after preprocessing in PMOD

Definition of Target Settings

The target settings, defined on 5. Target Settings, that are required depend on whether a
segmentation or classification task has been defined. For segmentation tasks a list of the integer
labeled segments or VOI numbers to be used must be provided if more than one segment is present
in the reference. The reference segment image may contain more segments than actually required.
The option Select mask values allows the integer value of the required segments to be specified by
entering the label values of the target segments, separated by a “comma”. The From VOI interface
may be used where VOlIs are available instead of or as well as segments.

3. Training parameters

SEGMENTATION = b Ahitecture:  uNET Segmentation - v 7 |[ussgru

Balch size | 10 Number of epochs | 30 Manifesl Leaming Rale Paliancs | 2 Fadlor| 0.5 Weighls saving interval | 1

4. Preptocessing parametar 5. Target satlings | 6. Waights & Manifest
I | Select maskvalues (12379) (123 I ) From VO

Fek  Train Network I Export RWorkspace | sk Train Network with Workspace | Evaluste Model || [ 7. Save Learning set | [l saveas | %Ml Exportas Model | 7 |

For classification tasks the classes defined in the samples are reported. If the list of classes is
incorrect the Project label per sample should be edited using the database interface.

3. Training parameters
CLASSIFICATION * 4 »  Architecture; Classification SV = 4 » 7

Kamel: Linear - 3 | Max. ferations Costlactor | 1.0

—
4. Praprocessing paramaters§l 5 Targel seltings | §6. Weighls & Manifast

Classes detected in the curent Leaming Set

(Numbers in parenthesis is the number of samples assigned

Classes Set 1 (18): YC(10), AD (8}

A= Train Network [ Export RWorkspace | b Traim Network with Workspace fvaluate Mode! | [ 7. Save Learning Set | [B] Saveas | B %M ExportasModel | 7 |

Saving of Training Result

Two files result from a neural network training, Weights and Manifest. The Weights file contains the
weighting given to each layer in the network. The Manifest file contains details of the Learning Set
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and the training process such as the samples used for training, samples used for validation (every
fith sample), number of epochs used, batch size, wlume size, and the segments in the output.
Weights and Manifest are inherently linked, and references to the Weights are included in the
Manifest. Multiple Weights files may be created depending on the model architecture (e.g.
Generative Adversarial Models, GAN).

The file locations are defined on the 6. Weights & Manifest panel, and the files will be logically
attached to the current learning set. In case of Additive Training, these defined files provide the
starting point for further training of the neural network with new samples.

3. Training parameters
CLASSIFICATION = 4 » Architecture:  Classification SVM w4 P ?

Kemel: Linsar W [ 3 Max. ferafions Cosifador (1.0

4, Preprocessing parameters | 5. Target seftings ( B. Weights & Manifest ]

Manifest file | Example_weights 7 wo X 24l Impot

Weights file | Example_manifest

Send emai |[C] Copyto FTP server,  NODE_1 = PH

OD@localhost [FTP

|
| B Tram Network B Export RWorkspace | 2% Train Network with Workspace valuate Mode! || Bl 7. Save Leamning Set | (@ Saveas | E %M ExportasModel | 7 |
1

Before starting training we recommend saving the learning set in its current state using 7. Save
Learning Set. Save As may be used when editing an existing learning set (e.g. changing pre-
processing parameters) and wishing to sawe it as a new copy in the database.

The Send email option is provided in case of training on cloud computing infrastructure. When
training has been completed an email will be sent to the address provided (we suggest testing this
functionality with a limited training run to ensure that your institutional firewall settings allow receipt
of the email). The weights resulting from training (on cloud computing) may also be copied to an FTP
server according to the settings provided.

Export as Model is used to save the required information to use a trained neural network for
Prediction®® in the PMOD installation resources/pai folder. The resulting model in the
architecture/weights folder can be copied to other PMOD installations. Import Model as described
abowe is particularly useful for this purpose. Trained models can also be used for Prediction in the
same PMOD installation without Export as Model, and will be available as Learning Sets in the
database.
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4 Training of Neural Network

Training of the neural network can be performed in three different ways represented by the three
buttons at the bottom of the dialog window:

{ JFasd Traln Network | Expon R'Workspace | Jsh Train Network with Workspace Evaluate Mode

1. The Train Network button directly starts the configured training locally. Depending on the
checkbox Use GPU, either your CPU or GPU will be used. Note that only the samples explicitly
selected (left-click, ctr+click, shift+click) in the 2. Samples list will be used for the training,
according to the settings in 3. Training Parameters and 4. Preprocessing parameters. As a
result, the weights and manifest files will be updated.

2. Using Export R workspacell®, the configured preprocessing operations are applied to the
selected data and the resulting images are exported together with the training configuration in the
form of a compact R workspace. The workspace can then be transferred to a more powerful
processing environment for the actual training. This can either be another PMOD installation on a
more powerful machine or in the cloud.

3. The Train Network with Workspace button opens a dialog window in order to load a previously
exported R workspace and starts the training locally.

The process is described in detail below.

Deployment

After completion of the training, the resulting Weights and Manifest files are combined with the
Learning Set definition (*.aiset file) to form the trained model. The trained model can be used in the
same PMOD installation used for training by selecting the Learning Set from the database where Al
functionality is available. The trained model can also be transferred to other PMOD installations for
prediction. This is most easily achieved by using Export as Model and copying the resulting files
from the PMOD installation folder resources/pai/architecture/weights (e.g. C:
\Pmod4.4\resources\pai\unet_002\weights\IX|_Parcellation\) to another PMOD installation.

Recommendations

On typical personal computers local training is only recommended for tests with a limited amount of
data. Performance may be acceptable with data that has a small matrix size (e.g. 50 x 50 x 50 for
cropped PET data) and low number of input series for multichannel segmentation (e.g. 1 or 2). The
total time required for training cannot be estimated. While training is running you will see a
significant load on CPU/GPU and a plot of loss value by epoch in PMOD’s R Console. Even for
powerful workstations, training with hundreds of samples may take many hours. Training on a cloud
computing infrastructure with virtual machines accessing several GPUs is likely to be more time- and
cost-efficient.

It is advisable to always perform a small "infrastructure check" training before launching training with
your full data set and many epochs. This can be performed using the minimum requirement for input
samples (2 samples), a batch size of 1 and a low number of epochs (1 is acceptable, but 2 or 3 will
reveal changes in the loss value in the Manifest). If the input data has a high matrix size (e.g. 200 x
200 x 200) and/or there are multiple input series in the sample, the data volume could be reduced by
using a larger pixel size for this training test (e.g. 2 x 2 x 2 mm instead of planned 1 x 1 x 1 mm).

Training Progress and Output

For data prepared on your local system, training is started by selecting the desired samples in the
Learning Set and clicking Train Network:
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t

1. Leaming Set 1} SELECTDATABAsE [P Pmod * B[ DatsBaselaisel | ¥ Praview a
Componentnsme | Subgectname  Subjectid | Sedesdescr. |7 Modiylime  Lastlse  User  Aith  Project | Grow |

pocut =M LEARKING SET] Al LEARNING SE F0ITATAATIAR F0221104T Usert Fmod |

¥ Create Leaming 3t + | Dalets | Export | Rename | salsting @l Impot | Description =

ity Date Study Time Saries Date Senas Tema Study Description Senes Description Group Modficatios Last Usa L)
PAIG 20181110 1120010 20181190 12090 exwtm CT sechon of femul - low rea AD 2022-11-30 17478 2022 13-30 17T
FAE 20161110 12010 20161190 112010 o CT SBCHON of TamuT - low e AD 2022473017471 2022-19- =
Pag 2016.91.10 112090 2016.11.10 12090 exvtvo CT sechon of fermur - low res AD 20221030 17T L 202211 =
PAG 20061190 112010 20161190 Haewn o CT Bachon of femmur - low s AD 2022130 17TATL 20221 41T
Pag 20181190 12010 20161190 112090 mowo CT ‘seckon of fermwr - low res AD 2022-11-30 17474 2022-14-30 472 C
PHG 20161110 12000 20161110 112090 #vivd CT SBCHN of Tamiur - 10w /s AD 2022 ATATE 0213000 |
Fan 281110 112010 20181190 14:20:0 s T secion of formur - jowres AD 202241930 17474 2022 1130 17 Q
PHG 2nenan 200 20161190 200 Enwhe CT sechon of famur - [ow s AD 20221 ITATE 20221120 17T
PaIG 20161110 11300 0161910 a0 o CT sRckon of feryur - low res YT 202T1IDNTATL 2032113017 C
PaB 20181190 1120010 20081110 120090 exwo CT sechon of femur - low res ¥C 2022143 ATATE 0221 TS T
4 Addsamples ¥ Remove D = ¥ Anonymize sampkes 4 Define Test Set sample(s]

Giay
1 Trasming parametars N =
SEGMENTATION ¥ « B Archibechire  Mullichsnnel Segmentasion v 4 b 7 Use GPU

Batch siz8 |5 Numbes of epochs (100 | Leamingrate |5 0E-4 Manies Leaming Rals Fatienca|s Faclor|05 Weights saving intanal | 1
3 [a] I8 |
AT PN Corvsmution X L
¥ Resis ] Croptoy 0,048 0.011 Enmy Mew mabix 55 x 55 21 =
see []C L —
D0 you wast 1o start Training with [142] samgie{s)? I ootz 0oz pmmg Curmgsd matre 259 x 223 1 1 Wi {RGE Calo
Gawssian Smoothing - 4 of samphe.

& Praview

W Yes ® W

derage Frames

Evainre Medet | R 7. Save Leaming Set | [l Soveas | @8 ExpontasModel | 7 | X Cancel

B Train Network & Expont A with
| |

The RConsole opens and the Execution test and PAI diagnostics test are performed. If the tests are
passed the selected samples (all input series and associated Segments) are loaded:

. o) ¥
MR.Relaxomely ¥ | 7  General ANQVA v| 7 x| N
— - B
| Output | By x

Rversion 4.2 2 (2022-10-31 ucrt) - “Innocent and Trusting™
Copyright (C) 2022 The R Foundation for Statistical Computing
Platform: x86_64-wG4-mingw32/x64 (64-bit)

o o

L==_]
Ris free software and comes with ABSOLUTELY NO WARRANTY
You are welcome to redistribute it under certain conditions. >
Type license() or licenca() for distribution details
?

Ris a collaborative project with many contributors
Type 'contributors() for more information and
‘citation()’ on how to cite R or R packages in publications.

Type ‘demo() for some demos, ‘help() for on-line help, or
‘help.start() for an HTML browser interface to help
Type ‘q() to quitR

Loading default settings ... Loaded.
Package doBy not loaded.
Package psych notloaded.
Package UsingR not loaded.
Package lawstat not loaded
Package tseries not loaded.
Fackage np not loaded
Package openair not loaded
Package Hmisc not loaded.
Package car not loaded
Package phia not loaded.
Package compare not loaded
Package reshape notloaded
Package Cairo not loaded.
Package pROC not loaded
Package gimnet not loaded.
Package mer not loaded.

Execution test .. Passed.
Pmod PAl diagnostics test ... Passed

opying file _lumor_Delechon.h5 1o the working directory... OK.
Copying file BRATS_Tumor_Detection.json to the working directory... OK
Canvinn fila architertures oy in the warkinn diractnn OK

During training the loss value is plotted with each epoch. Note that the loss value depends on the
architecture selected and large changes on the y-axis are possible. In the example shown the loss
value is 1 - Dice Coefficient for training of the unet_002 Multichannel Segmentation architecture with
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rat brain dopaminergic PET data as described in our Case Study. At the start of training the loss
value is 1, and successful training results in a reduction of the loss value towards zero:

" [=

10%

0998 &

0998 ¢

0997 ¢

0.996 .

0995 .
0994 -

0993

S - s}
BoL v = [ tainjoss Bl DL v [o] [ valigation_loss

Number of apochs. 60/ Number of steps (Samples/Batch Size) 4 - e

Once training is complete a dialog appears to save the Weights. They can be saved to the database
or file system (the same database as the Learning Set is recommended):

L Save as Al LEARNING WEIGHTS X
ormense TR oo -vs 1 X Clarriter & Retesnauer 9| ©
Enter name :Leaminu_wemn:shnul = W@ Attach to Subject (Series)
Sublect Nams Birth Date: S aoa )
SubjectID [*
: Modification . £ . = * | Pl -
Component name [* | i : :
[] current Series =t tE DR S e =]~ Gl K
( Al LEARNING WEIGHTS [8] & |
ICompcnem name | Subject name | Subjectid | Series descr. I‘V Modify time | LastUse | File size ISex | Birth ¢
|Learning_weights ~[Al LEARNING SE... Al LEARNING ... 2021-04-27 16:2... 2021-04-27 1. 4819320 |
|weights 37-6.25e-05.n5 ~[Al LEARNING W... Al LEARNING ... 2021-04-27 16:2.. 2021-04-271.. 158
| weights.55-1.5625e-05... ~{Al LEARNING W... Al LEARNING ... 2021-04-27 16:0... 2021-04-271.. 158
| weights.50-3.125e-05... ~[Al LEARNING W... Al LEARNING ... 2021-04-27 16:0... 2021-04-271.. 158
|Learning_weights ~[Al LEARNING SE.. Al LEARNING ... 2021-04-27 16:0... 2021-04-27 1... 4819320
| weights.50-0.000125h5 ~[AI LEARNING W... Al LEARNING ... 2021-04-27 12'5... 2021-04-27 1...| 156
| weights.50-0.000125.h5 ~[Al LEARNING W... Al LEARNING ... 2021-04-27 12:4.. 2021-04-271.. 156
| Learning_weights ~[Al LEARNING SE... Al LEARNING ... 2021-04-27 124.. 2021-04-27 1., 4819320
|14 Ti "| I
v Selectall X € Delste %M Export = Repame G+ SavetoFile System
Cancel |

Training may also be stopped by the user. This is useful when training appears to be unsuccessful
with no improvement in the loss value or when training has been particularly successful and a
plateau in loss value has been achieved with many epochs remaining:
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Confirmation X

Do you want to interrupt training

.
| v Yes N No

5] =

A confirmation dialog in the R Console confirms that learning was completed and the components
saved. The R Console can be closed:

Confirmation X

Leaming has been completed.
Weights file has been saved to the database

Manifest file has been saved to the database.
E Do you want io close Rconsole?

v Yes ” X No |

The Weights and Manifest are now attached to the Learning Set:

[ 4. Preprocessing parameters |  5.Target settings | 6. Weights & Manifest |

\Weights file docu-test-1<1018M1818/4618MRAT_DOPA ML2> | &
Manifestfile (docu-test-1<1019/1810/4619/"/RAT_DOPA_ML2> (e
[] send email [[] CopytoFTP server; NODE_1 > P

; Evaluate Model

‘ By Train Network |. B Export RWorkspace | &% Train Network with Workspace |

Details of the training are recorded in the Manifest. It can be reviewed using the Preview function on
6. Weights & Manifest:
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o { ht Manifiest JSON File Preview 'S
i It B
1. Leaming Set [11:{| TrainingSessions™ [
|
- | “Info*{ S | T EE—
; "ReporTime™ "2021-10-18 19:06.59" E—
O || "SofwareConfig™ { |
“PMODVersion™ 4.301°
"PythonVersion™ "3.8.6"
TFVersion™ "2.4.0°
| “Rversion”, "4.1.1°
. o )
| ¥ Crealeleaming  “HardwareConfig* |
oo ComputingUnit™ "CPU", e
| 2. Samples | “RAMgb™: 23.9709
| || [ SubjectNamey _[_’1‘___[_“!'_
| | [104DTBZ'ROIT "LeamningParameters”™ { 0 5% 43
1040TEZ'ROZ “Cropping™; trug 1] 59 49
106DTBI'ROI "BoxSize™ [ 1l 50 49
| 106DTBZROI2 26.0, 1] 5% 43
107MPAROI2 26.0 ] 54 40
10BMP*RON 380 1] 59 49
1 10BMP*ROI2 ) 5 4] 59 49
|| [109MPAROI2 "PixelSize™ [ i 59 49
|| [ 110MP*ROIT 12, 1] L 49
H ‘ 12 iz
[ e— b E
4 Add samples| | ]
{ VOICropping™ false E
[ v 3 Trauning parasd '_r.1o-:lel i 'I\.lultichanr.lel Segmentation”,
MormalizationType™ 4
SEGMENTATION “fverageFrames” false
] ReduceDimensions” fals
Balchsize4 || “ReduceDimension
"Reduction\! ki
| 4. Preprocessing Reduct
1 BatchSize™ 4 r=
X Close 2 Copyto Clipboard
Weighis fie /i L :
Manifest file |docu-lest-1<1019/1819/46 19/ RAT_DOPA_ML2> @ % el mpod | & Preview
| | Send emall ] CopyteFTP server, NODE 1 = F
|
|
{ Bl Train Network | I Export R Workspace | Bl Train Network with Workspace || ' Evaluate Model & 7. save Learning Set || Bl Save:

Additive Training

The best results are achieved by training in a single session with the maximum amount of data
available. However, in a situation where the initial number of samples is limited and new samples will
become available on a regular basis it is possible to try additive training. For example, where 50
samples are available at the start of a project and 10 new samples will be preprocessed every two
weeks.

Additive training is achieved by adding the new samples to your existing Learning Set, selecting a
subset of the total Learning Set (a combination of existing samples and new samples is
recommended, e.g. select the 10 new samples and 10 existing samples), then launching Train
Network based on the existing Weights and Manifest (identified on 5. Weights & Manifest).

[ 4, Preprocessing parameters | 5. Target seltings | G, Weights & Manifest |

Weights file |docu-lest-1 <1018/1818/4618/*/RAT_DOPA_ML2> _ (o
Manifest file docu-test-1 <1019/1819/4619//RAT_DOPA_ML2Z2> G
[ sendBmail [] CopytoFTP server, MNODE _1 > P

Fh Train Network IE Export R Workspace | #5mh Train Network with Workspace | . Evaluate Model

Evaluation of the Model

Once the model has been trained, a subset of samples in 2. Samples can be designated as Test
Set samples and used as an additional evaluation of the model. Samples can be labeled as Test Set
prior to training so that they are excluded for this use in evaluation.
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T Create Learning Set

1.Learning Set[Z: SELECT DATABASE [b RAT_DOPA_MLZ

¥ @ | Dassaserase ]

PIMODSW-566-02 ~[4 LEARNING SET] AlLEARNING SE
PMOI 01 ~MILES ET] ALE SE

Component name Subject name Subject it Series descr. * Modify ime | Last Use User

2021-01-12 18:10: 2021-01-12 18 User]
2021-01-12 18:48: 2021-01-12 18; User!

Arch Project Group
RAT_DOPA
RAT_DOPA

% Create Leaming Set + | Delete | Export] Rename | existing

2. Samples {4 of10]

e Impon Descriplion &

20171011 08:16:15 '
- 20174011 051615
20171011

35078
TBZ'RON 2017107

23TDTBZ*ROI 2017.10.11 T

23TDTBZ'ROIZ 2017.10.11 15114
2380TBZ'RON 20171011 1515105
2380TBZ'ROIZ 20171011 151505
2400TBZ'ROIZ 20171012 D45 45

ICROFIlAvg Frm (TR

2021-01-09 17352 2021-01-12 17 FT

Series Time Study Description Series Description Modification Last Use Mod nt
EARLY_DTBZ [CROPIAG Fr (T 2021-01-08 17-36) 2022-06-03 161 PT 1
EARLY_DTEZ [CROPYAvg Frm (T 2021-01-09 17-36( 202107112 162 PT ]
EARLY_DTBZ [CROPI&g Frm (T 2021-01-09 17:35% 20210112 16: PT 1
EARLY_DTEZ [CROPYAvg Frm (T} 2021-01-09 17:35:5 2021-01-12 162 PT 1
EARLY_DTBZ [GROPYAvg Frm (T}] 2021-01-08 17:35% 2021-01-12 16 FT 1
EARLY_DTEZ [CROP)#vg Frm (T}] 2021-01-08 17-35:¢ 2021-01-12 164 PT 1
EARLY_DTBZ [CROP}Avg Frm (T}] 2021-01-08 17.35:¢ 2021-01-12 164 PT 1

[CROPAvg Frm (T} 2021-01-09 17.354 2021-01-12 164 PT 1
1
1

2021-01-09 17:35:2 2021-01-12 164 FT

| 3. Training parameters

fF Addsamples ¥ Remove v X [ Anemymize samples

4 Define Test Set sample(s)

The performance of the model on the Test Set can be calculated using Evaluate Model:

2. Samples |

| Modification 1 LastUse

bject Name [ Study Date | Time | Study Description | Series Description

04DTBZ'ROIZ  2017.03.07 091749 EARLY_DTBZ [CROFJAvg Frm (T)]
DBDTBZ*ROM  2017.03.08 09:10:28  EARLY_DTBZ [CROP]Avg Frm (T)]
DSDTBZ'ROI2 2017.03.08 09:10:20  EARLY_DTBZ [CROPJjAvg Frm (T)]

| 2017.03.10 09:19:03  EARLY_MP [CROPJAvg Frm (T)]
2017.03.10 0922:00 EARLY_MP [CROP]4vg Frm (T)]

2017.03.10 0922:00  EARLY_MP [CROP]Avg Frm (T)]

o 2017.03.10 1518:32  EARLY_MP [CROPJAvg Frm (T)]

[ 110MP*ROI1 2017.03.10 1520:05 EARLY_MP [CROPJlAvg Frm (T)]
| 110MP*ROI2 2017.03.10 1520:05 EARLY_MP [CROP]4vg Frm (T)]

2021-01-3115:5.. 2021-10-"
2021-01-31155.. 202110
2021-01-31 15:5... 2021-10-
2021-01-31155.. 202110~
2021-01-3115:5. 202110~
2021-01-31 15:5... 2021-10-"
2021-01-3115:5.. 2021-10-*
2021-01-3115:5... 2021-10-*
2021-01-3115:5... 202110

]

4} Add samples * Remove + X

3. Training p t
SEGMENTATION * < |»  Architecture: Multichannel Segmentation = 4|+ ? [ |UseGPU
Batch size Ed | Number of epochs 'BD_ Learning rate iﬁ_aﬂé_f 4 Manifest Leaming Rate U_I:":-t_'

[ 4. Preprocessing parameters | 5. Target settings |

6. Weights & Manifest

Weights file [Rat_Brain_Dopaminergic_PET <1018/1818/46217/RAT_DOPA_ML2>

Manifestfile Rat_Brain_Dopaminergic_PET <1019/1819/46207/RAT_DOPA_ML2>

[] Send email |

1[0 Copyto FTP sewver. NODE 1

Bk Train Network HI E;ponRWorupnoeJ& Train Network with Workspace

Prediction will be run in R Console and each predicted segment compared to the reference
associated with the sample. An average loss value for the test set samples will be returned.

Confirmation

x

Model evaluation finished succesfully.
Evaluation result: 0.10405

Costfunction used: Dice

Do you wantto close Rconsole?

Description: value between 0 and 1, 0 - means the best result.

TR

No
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4.1

Exporting an R workspace

Sample Selection

When exporting an R workspace for external training the selection in the 2. Samples list is relevant.
Only the selected samples will be exported and used for the training. An error message will be
shown if only a single sample is selected during the export.

% Create Leamning Set + [ Delete | Export | Rename | existing

2S4Hl Import -Descripuun (e |

Batch size |5 Mumber of epochs | 100 Learning rate|5_0E~4

Manifest Learning Rate Patience |5

¢ 3

2. Samples [142 of 142]
= Subject Name Study Date Study Time Series Date Series Time Study Description Series Description |
PAIB 2016.11.10 11:20:10 2016.11.10 112010 exvivo CT section of femur - low res 2
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of femur - low res £
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of femur - low res #
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvive CT section of femur - low res A
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of famur - low res
PAIE 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of femur - low res £
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of femur - low res £
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of femur - low res #
PAIE 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of femur-low res ¥
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of famur - low res ¥

ﬁ Add samples ¥ Remove * |¥] Anonymize samples
3. Training p ters
SEGMENTATION + | 3 Architecture:  Multichannel Segmentation + 4 b 7 [ Use GPU

Factor F

o Preprocessing parameters ]| 5 Targetg Confirmation
= ; Bi = [mm] MNew matrix 64
¥]|Resize [lCroptoVOl ? 1
Do you want to start Workspace export with [142] sample(s)?
4 1 Current matrix 259
i 5 [mm] |
] Gaussian Smoothing l:ll:l[ ' Yes ” X No Eample.
] Average Frames 2
| =F :
i xpol orkspace || d rain space valuate Mode . Save Learning Si
Train Network Export R Work Train Network with Work: Eval Model 7.5 L ing S
| J ) )

Note that the Anonymize samples option is useful when exporting an R workspace, ensuring that

no subject information will be transferred to another workstation or cloud-computing infrastructure:

|
% Create Leamning Set + [ Delete | Export | Rename ] existing Sdal@ Import [ Description (= |
2 Samples [142 of 142]
<. Subject Name Study Date Study Time Series Date Series Time Study Description Series Description |
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvive CT section of femur - low res A
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of famur - low res 2
PAIE 2016.11.10 11:20:10 20161110 112010 exvivo CT section of femur - low res £
PAIG 2016.11.10 11:20:10 20161110 11:20:10 exvive CT section of femur - low res £
PAIB 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of famur - low res £
PAIG 2016.11.10 112010 20161110 112010 exvive CT section of femur - low res 2
PAIG 2016.11.10 11:20;10 2016.11.10 11:20:10 exvivo CT section of femur - low res 2
PAIG 2016.11.10 11:20:10 2016.1110 11:20:10 exvivo CT section of famur - low res £
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of femur - lowres Y
PAIG 2016.11.10 11:20:10 2016.11.10 11:20:10 exvivo CT section of femur - low res ¥
4F Addsamples ¥ Remove X [¥] Anonymize samples
: 3. Training parameters
SEGMENTATION + P Architecture:  Multichannel Segmentation + 4 b 7 [L] Use GPU
s P e | P b e PO i B oo U
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4.2

R Workspace Export

The EXPORT button opens the PMOD R Console, executes the preparations including data pre-
processing, and opens a dialog window for saving the workspace. Typically Save to File System
will be used to make it easily available for transfer to a different training environment.

Output Visualization for SVM Classification

A tabulated output of the weights by VOI and statistic (according to Image reduction options) is
available following training with the Classification SVM architecture.

The confusion matrix is available for each SVM kernel.

For linear kernel a table of weights is available:

Ty e——
| w1 taneel | satwed | hawned BawRt  fames  fawmel  Geawed | batred  hwwred0 e 1) e 12 ham 1)t 14 ]

Nr of features =

(nr of VOIs) x [nr of statistics)

Between each class

PAIl uses the SVC variant of SVM.

SVC implements the “one-versus-one” approach for multi-class classification. In total, n_classes *
(n_classes - 1) / 2 classifiers are constructed and each one trains data from two classes.

(https://scikit-learn.org/stable/modules/svm.html )

For example, when we have 4 different classes: 4*(4-3)/2 = 6.

The bigger an absolute value in a given row of the table, the more this feature distinguishes between
the 2 classes.

For example for 2 VOIs and 3 statistics we hawe 6 features:
Feature 1 corresponds to VOI1, stats 1.
Feature 2 corresponds to VOI1, stats 2
Feature 3 corresponds to VOI1, stats 3
Feature 4 corresponds to VOI2, stats 1
Feature 4 corresponds to VOI2, stats 2

Feature 4 corresponds to VOI2, stats 3.

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 pmod
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5

5.1

Use of Trained Neural Network for Prediction

Trained networks can be used in View (including Pipeline Processing), Segment (PSEG),
Neuro (PNEURO) and Cardiac MR (PCARDM) tools for the segmentation or classification of input
images with the same characteristics as the training images. Please apply the same
preparations[*' including associations and cropping VOI definition as for the training samples.

In the View tool

A shortcut to the Segmentation interface with MACHINE LEARNING segmentation method is
available on the View tab for the data currently loaded. Alternatively the Segmentation tool may be
opened from the Image Processing Tools (for segment generation) or VOI Tools (for direct VOI
generation without segment) and MACHINE LEARNING selected from the list of segmentation
methods on the left:
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]
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L
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=
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EH segmentanon
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L
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PMOD Artificial Intelligence Framework (PAIl)

T, Segmentation

l‘ MACHINE LEARMING v 4 ] 7 @ v » Segmentation Saftings | Histogram
L i |
e Slice
Input probe (xy.z) |
Additional results
Sefect Mode!
MFEI Myocardium 20 (uNET Segm = el ? Separate Segments in Frames
158 GP p
Use GPU M Al calculaions are repeated afler the taol dislog is accepted
nentation)
¥l Parcellation (Muftichannel Segmentatian)
MRI Hurman Myocardium (Multichannel Segmentation)
v Ok > cancel
#at Brain Dopaminergic PET (Multichannel Segmentation)

Use of an available/compatible GPU may be toggled on/off using the Use GPU checkbox.

Following the selection of the MACHINE LEARNING segmentation method the trained model should
be selected from the Select Model list. Trained models available in resources/pai are shown with

naming according to the weights folder and architec

Additionally, self-trained models saved in the datab.
browser:

ture used.

ase can be selected using the Al Learning Set

S Select DB elements: Al LEARNING SET

X

Component name
DOCU1

1 Subject name Subject id
~JAl LEARNING SETJBAI LEARNING SE

Select a X € Delete @ Export Rename

DAaTABAS! | = Pmod v b | [ DataBase/*.aiSe ¥ Clear Filter ::‘ Refresh Query = ("':
Subject Mame | * Birth Date L - _EE
SubjectD | * | =
- Modification = v | Pg* [
Component name |‘ 1 ;
= act Use p|* v
[l Current Series Lase e Bl 0
| AILEARNING SET [1] @ |
Series descr. * Modify time Last Use File size Sex Birth d

2022-11-30 17:18: 2022-11-30 17 4797

Set from File System

| 3 sasaeces (

X Cancel

Further information about the trained model selected is available in the model help:
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e PA|l Model help

Model name: Trabecular ML
PMOD version: 4.301
Last training date: 2021-05-28 14:15:06

Description: Model frained to treat each slice of a mouse 3D transmission-based microCT dataset for exvivo tibiafemur as 2D input
Qutputs segment for trabecular analysis. 3D data should be spiit using Split Slices

Disclaimer: This model was developed by PMOD Technologies as a working example for demonstration of the PAl funclionality
Training was performed using a specific homogeneous data set and there is no guarantee that the model will perform well for

data acquired with different parameters or source hardware. Use of the model for projects involving quantification is at your own
risk and we strongly recommend careful testing on your data andlor additive fraining using your own data

Input sample description:
Matrix size: 1038 x895x 1x1
Voxel spacing: 0.05x0.05x1.0
Associated images

[image 1] modality CT

Resuits:

Mumber of predicted segments: 1
Final training loss value: 0.0368
Final validation loss value: 0.0388

Architecture used: UNET Segmentation

A modified U-net architecture applicable for 30 image data, intended for image segmentation

The number of input channels is automatically adjusted to the images {associated) per sample, the number of
predicied segments in the output depends on the Target Settings defined in the Create Leaming Set interface of PAL

X Close B2 Ciipboard & Print

Note that the available text shown is controlled by the user for self-trained models during creation of
the Learning Set (and architecture Python files if applicable).

The dimensions of input data to a model for prediction must match the dimensions used for training
of the model. When a model was trained using 2D data, 3D datasets will be automatically split into
2D and the resulting segments reassembled into 3D wlumes. Likewise, data with multiple frames
(such as dynamic PET data) will be split/reassembled according to how the model was trained.

A shortcut to Al-based classification is available on the View tab for the data currently loaded.

gk Split Slices v
Y Slice Alignment -
& picom a Al
E@ Segmentation
[<H Classification
[] Crop Size [mm]:
420.0 3200 750.0
20 2o 20 [mm
b VOis

The model to be used must be selected from the menu.
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T CLASSIFICATION

Select Model

AmyloidPET-S8VM (Classification = (=

L] UseGPU | | ShowR console

v Ok X Cancel

Selftrained models may be selected using the Al Learning Set browser.

Additional information about the model is available using the PAI Model Help button.

& PAI Model help X

Model name: AmyloidPET-SVM
PMOD version: 4.301
Last training date: 2021-09-22 15:25:56

Description: Model trained on linear kemel to classify human brain amyloid PET images as either AD (AlzheimeradOs disease) or YC (Young Control).

Disclaimer: This model was developed by PMOD Technologies as a working example for demonstration of the PAI funclionality
Training was performed using a spedfic homogeneous data set and there is no guarantee that the model will perform well for
data acquired with different parameters or source hardware. Use of the model for projects involving quanfification is at your own
nisk and we strongly recommend careful testing on your data and/or additive training using your own data

Input sample description:
Matrix size: B0x80x1x1
Voxel spacing: 20x20x2.0
Associated images:

fimage 1] modality: PT

Results:
Predicted classes: AD, YC

Architecture used: Classification SWk
Supportvector machine architecture intented for classification tasks

‘ Ii | »

i * Close ‘” B2 Clipboard || & Print

Display of the R Console during classification is optional and is toggled using the Show R console
checkbox.

The result of classification is shown in tabulated form below the Classification shortcut.
<A Classification

Class Probability
AD 0.8565
YC 0.0435

See the Case Study for Human Amyloid PET Classification®® for further information

Al-based image denoising is under development using Generative Adversarial Networks (GAN). This
functionality will be available as an option in the Denoising image processing tool (e.g. View tool):

PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022
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5.2

4

(| N W,

e
Denacising wi? DCH

L L | L v — a
3% Dencising X Fit | Awr | Scl | Rpl | Rdc [FEs ﬁ

IMelhur.l: AIGAN w | 4 I FURRLE 5 ey Run | gy

Selectifodar

TEST F. ge v G0 7

Ise GPU =

7 X Cancel

Replace |« Ok
(@ Database - 3 2

Tanle' ! Carmart | Annrwen

An alternative method using Non-local Means is also available in Denoising image processing tool.

In Pipeline processing

The MACHINE LEARNING segmentation method is also available in the Segmentation image
processing tool within Pipeline Processing. This makes batch processing with Al-based
segmentation available.

= -z S [ [ [

B+ | [Lsiotinputstudies | Lest ot Pipeines 4 KTCH PPELINE

- S Segmentation
| Hal

E_; - ngut @ Datbase
|_-_,|ﬂ PoRif | ea o £ sechon of feemer - ful s <142 Sagmantation L T
PRJE | e CT | Secion of feeme - |iw fes =142

WACHINE LEARNING -4 S

frabeculas (UNET Segmentation ¥ G4 T

%

i sethies & Add tees *homove & [l @Blowd &

As for interactive segmentation, the model to be used must be selected from the list.

Note that the options to Use VOlIs, control Max number of clusters or Minimal cluster size, and
Separate Segments in Frames, are not applicable when MACHINE LEARNING is used.

Classification can also be performed in Pipeline Processing:

PMOD Artificial Intelligence Framework (PAl) (C)1996-2022 pmmd



Use of Trained Neural Network for Prediction

69

=E -5 Pk StariProcessing | ¢ Ciosa ator
B+ | [Lstetiputstugies | Lostot Pipeines
E.___ nputFormat [ Duisbase % ] Moloadng opersions
~ PAIT | C11-P18 PET | Young control subject
}

PAIT | G11-PIB PET | 4D subjed <1426/

B B8 & 25

®

i sethies 4 Addises

« & &

W [

Classification results generated from Pipeline Processing may be aggregated to facilitate statistical

¥ Remove - B & Lload -

BATCH PPELINE

A Claasfication

& Classifcaion

(3 i

analysis:
2 o |

B : W L
® [ PA7C11-PIBPET AD subjedt | x =
dBEERRnD . -
=] X
5 Image Denoising u
= age Denois
* ]
%\l —

| Denoising B =atch Pipeline
= E‘ﬂ Format conversion

Fit | Avr | Scl | Rpl | Rt

|| Replace _ ITQ'TI
®

Aggregate Statistics
View Aggregated
View Statistics

[ @

Aggregate Classification results

See the PBAS Documentation for further details on Pipeline Processing, Aggregation and use of the

R Console.

5.3 Inthe PSEG tool

AmyioHPET-SVM

Saw (@ LoadProcsssing

Note that the screenshots in this section illustrate PMOD version 4.3

Image Loading

PMOD Artificial Intelligence Framework (PAIl)
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PSEG does not support the loading of multiple input image series. This is not necessary for Al-
based segmentation. In case of a segmentation requiring multiple input images, use the reference for
the association list (e.g. T1 MR for the BraTS Tumor Segmentation0® case study).

Series [5] @
| Subject Name | study Date | Time | Study Description | Series Description |~ Modification | LastUse | Mod [ nt | nz
BraTS20_Training.. 20200713 2020-11-04 142, 20211018 1. MR 1 85
BraTS20_Training... 2020.07.13 2020-11-04 14:2.. 2021-10-181.. MR 1 55
BraTS20_Training.. 2 2021-10-181.. MR 1 155
BraTS20_Training... 3 2021-10-18 1... SEG 1 155
BraTS20_Training.. 2020.07.13 2021-10-18 1. MR 1 155
I, Associated seriefs):
{ [Type [ Name
MAGE BraTS20_Training_001| T1CE|
Il | IMAGE BraTS20 Training_001 | FLAIR| [
2 | IMAGE  BraTS20_Training_001| T2 MONE
71 | MAGE BraTS20_Training_001 | SEG A/B3/0//BraTS, ; SEGMENT
/O VOI(BraTS20_Training_001 ) 2020-11-04 =4/4/107{BraTS_20+ CROPPING_BOX

Cropping or interpolation in the lower right are generally not required for the Al-based segmentation
workflow. This will be done by the model depending on the preprocessing parameters used in the
Learning Set. Cropping may be used when the image field-of-view is clearly larger than the scope of
the model. For example, an MR image of the human head including neck may be cropped to brain
only for the IXI Parcellation model (human brain MR deep nuclei segmentation}® , see Case Study).
Masking is not required for Al-based segmentation. We recommend using the shortcut Al
Segmentation to skip to the next step in the workflow:

| . PET bmage Sagmentation (4.301) - | | o X
DB Load | MACHINE LEARNING
[~
IF - b
-
¢ (8 (2 @ -
B - i - »
=]
o rarde - B
- B 1 b
) =0 % -
B w|v (OR >
& INFUT
I v [RGB Calo <
i w. » [ L]
£

B3 1 segmentation

Species: WOLSE = L

INF = [¢] Masking: 02 & max - %

B@e? @ CTIMR » Mask

|-§0I1'IN‘II» e O f TEEESE R - © &% LosdPowen B SsePromcd | Loaded

Model Selection
On the MASK page set the segmentation method is set to MACHINE LEARNING.
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&L, PET bmage Segmentation {4.301) - | S BraT520_Training (001, BOx: | [m] b4
DB Load | MACHINE LEARNING
[~
LR BE
=
I B -
L] L
"]
4 rde - 3
L L
- N
L 0 % &
® v [O]& ~ >
- - €
r < @ | B
52
PUT M -
o
|
MACHINE LEARNING - 4
Select Wodst
BRAT S Tumeor Detection ~leal?
¥l Show R
|
w7 N S - a@e ? 9 » Segmentation
|
|
|l‘SGWN'Il-J¢" 2 % Tl [ES B o. © @ LeadPonce B Save Prooo
L

Choose the appropriate model for the segmentation task using the menu Select Model.

MACHINE LEARNING v 4

Select Model
BRATS Tumor Detection | |&)7?
¥| Show R console MRI Myecardium 2D

I3 Trabecular ML

¥ BRATS Tumor Detection
Il Parcellation

4 MRI Human Myocardium
Rat Brain Dopaminergic PET

@& ? 4 b Segmentation

Selftrained models may be selected using the Al Learning Set browser. Note that a description of
the model can be retrieved using the PAI Model Help button:
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I PAI Model help X

Model name: BRATS Tumar Detection
PMOD version: 4.201
Last training date: 10.09.2020

Description: Model trained for multichannel (4) skull-stripped 3D MR input and output of segments for three umortissue classes
Expects 1. T1w, 2. Gd-enhanced T1w, 3. FLAIR, 4. T2w.

Disclaimer: This model was developed by PMOD Technologles as a working example for demonstration of the PAl functionality.
Training was performed using a specific homogeneous data setand there is no guarantee that the mo
data acquired with different parameters or source hardware. Lise of the model for projects involving quantification is at your own
risk and we strongly recommend careful testing on your data and/or additive training using your own data.

Input sample description:

Matrix size: 128 x 128 x 128 x 1
Voxel spacing: 1.2x1.41x1.15
edimages:

1] modality: MR, |abel: "1.T1

dality: MR, labe
[image 4] modality: MR, label: "4 T2

Results:
Mumber of predicted segments: 3
Final training value: 0.2103

Final validatio

Architecture used: Multi tion
A modified U-net architecture applicable for 3D image data, intended for image segmentation

The number of input channels is automatically adjusted to the images (associated) per sample, the number of
predicted segments in the output depends on the Target Settings defined in the Create Learning Setinterface

X Close ®2 clipboara & Print

Note that the available text shown is controlled by the user for self-trained models during creation of
the Learning Set (and architecture Python files if applicable).

Displaying the R Console during prediction is optional, according to the checkbox selection Show R
Console.

Segmentation

Use the Segmentation workflow button to start prediction. The input data is transferred to the R
Console and processed using the selected model.

The segmentation result is overlaid on the input series on the SEGMENTS page.

I PET Image Segmentation (4.301) - [ SN: BraTs20_Training_001, BD:, SED: Prediction results - BRATS Tumor Detection ]
DBLoad = MACHINE LEARNING | |

SEGMENTS

K e
L
g
E
?

€ =

W 61 1 4

rEr
%ﬂ

s—f,‘,‘s Random

0.04

The segments are automatically converted into numbered VOIs. The interactive VOI labeling function
is still available by right-clicking a segment in the image. This opens a dialog window which allows a
VOI name to be selected from a list, or simply entered. Note that the VOI name from list functionality
is also available via VOI Properties.
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The segments label map itself can be saved using the save button in the taskbar to the right.
Please refer to the PSEG User Guide for details of the general segmentation functionality.

At the end of processing the protocol can be saved using Save Protocol. Using Load Protocol the
workflow can be retrieved and re-executed. Additionally, the input series can be changed and the
protocol used for analysis of the next sample. Protocols also provide access to batch processing.

Batch Processing

—

(4 Load Image Data b
I_ﬁ Batch Mode |

Acceptance Test
#=  settings »

© License
E;_E{. Quit

& Segment + Allw | =

A sawved protocol is required to start batch processing. This saved protocol provides the settings that
will be used for the workflow across all samples. A set of saved protocols can be loaded using Set
Files, or more commonly a single protocol describing the desired workflow can be cloned for all input
samples using Clone Protocols.

Tk PSEG Batch Processing: Define List of Protocol Files X

[test-for-docu-1 { BraTS20_Training_001 ) 2021-10-19 =4/4/21241 T1/BraTS_20=

43 Setfile(s) 4F Add file(s) X Remove a | @ Save @ Load a

Results: ¥| Save Segments ¥ Save VOIs [¥| Save Statistics % Clone protocols | v| Agoregate Statistics

Ak Run [¥] Close afer. (O Start ® End [_of_] X Close

Clone Protocols opens a dialog window in which a list of input samples should be provided using
Set Files. In the case of Al segmentation tasks that require multiple input series, the reference for
the association list should be selected. PMOD will automatically retrieve the other associated series
for processing. The flat view for the database and advanced database queries can be useful to select
all input series for batch processing efficiently.
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B Sebect Serie(s)

»
| e |
New |SQ| * ClearFiler & Refresh Quary ®

I BraTs_20 v 4l [miDBs #
Subject{NamE_lD)' ' Birth Dat . =™ Al MTMT = |
e e Sm' : Modificat . =~ * Al Py v —
— 1
@a l‘!| HE T (&% ALL > | StwdyD =™ Lastuse e 2 ] Locked G.-* -
— |
Series [20] @ [ Preview of selected series
SubjectDBID | Subject Name [SubiectiD | SwayDate | Time | Study Description [ Sertes Descn |
] BraT520_Training_001 BraT820_Train.. 2020.07.13 205157, 11 |~
8 BraTS20_Traming_002 BraTS20_Train.. 20200713 2056:38.. T1
3 BraTS20_Training_0032 BraTS20_Train... 2020.07.12 21:06:49... T1
18 BraTS20_Training_004 BraTS20_Train,.. 20200713 211604, T
19 BraTS20_Training_005 BraTs20_Train... 2020.07.13 21:0235... T1 F
20 BraT320_Training_006& BraTS20_Train,.. 2020.0713 21:18:06... T1
1 BraTs20_Training_007 BraTs20_Train... 2020.07.13 21:0542.. T1
9 BraT520_Training_008 BraTS20_Train... 2020.07.13 210752.. T H
16 BraTS20_Training_009 BraTs520_Train... 2020.07.13 211523 T1 I
17 BraTS20_Training_010 BraTS20_Train.. 2020.07.13 205658 T1 7 Gl
2 BraTs20_Training_011 BraTS$20_Train... 2020.07.13 211504 T1 |
14 BraTs20_Training_012 BraTsS20_Train... 2020.07.13 21:0835.. T1 =
T - e = e w1 ,
Add I acd Al E Del \ezign fo Project | Group % Ol 0 -
- - - |'|
| Selededfor loading | Components Adminisbration ]
i E b
| 0[] 100 (%]
- - C slice ® Volume O Al
Re : 2l (] Clear after loadi - @' = |
Confirmation X
Do you wantto create and save éegrnentaﬁcln rPSEG'} protocols based on the selected one ?
test-for-docu-1 ( BraTS20_Training_001 ) 2021-10-19 =4/4/2124/1 T1/BraTS_20=
\BraTS20_Training_004 [ T1| =
BraTS20_Training_002 | T1| <8/56/0/1.T1/BraTS_20=
BraTS20_Training_003 | T1| <3/220//BraTS_20>
BraTS20_Training_004 | T1| <18/45/0/1.T1/BraTS_20=
BraTS20_Training_005 | T1] <19/43/0/1.T1/8raTS_20=
BraTS20_Training_006 | T1| <20/95/0/1.T1/BraTS_20>
BraTS20_Training_007 | T1| <1/46/0/1.T1/BraTS_20= =l
BraTS20_Training_008 | T1] <9/80M0/1.T1/BraTS_20=
BraTS20_Training_009 | T1| <16/32/0/1.71/BraTS_20=
BraTS20_Training_010 | T1] <17/71/0/1.T1/8raTS_20>
BraTS20_Training_011| T1| =2/76/0/1.T1/BraTS_20=
BraTS20_Training_012 | T1| <14/89/0/1.T1/BraTS_20> ||
BraTS20_Training_013 | T1| <5/32/0/1.T1/8raT8_20»>
BraTS20_Training_014 | T1| <11/18/0/.T1/BraTS_20>
BraTS20_Training_015| T1| <10/64/0/1.T1/8raTS_20> |
BraTS20 Trainjpg 0461711 <12M14/0/1.T1/BraTs 20= »
4 setfiles 4F Add files % Remove o [Save @load  a
+ Yes ” X No
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. PSEG Batch Mode

|BraTS20_Training_001]T1|
|BraTS20_Training_002 | T1|
|BraTS20_Training_003 | T1|
|BraTS20_Training_004 | T1|
|BraTS20_Training_005]T1|
|BraTs20_Training_006 | T1|
|BraTS20_Training_007 | T1|
|BraTs20_Training_008 | T1|
?Br.'-uTSED_Trair:lng_URQ [T1)
|BraTS20_Training_010 | T1|
BraTS20_Training_011]T1]
|BraTS20_Training_012 | T1|

|BraTS20_Training_014 | T1|
|BraTS20_Training_015]T1|
|BraT=20_Training_016]T1|
|BraTS20_Training_017 | T1|
|BraTS20_Training_018 | T1|
BraTS20 Training 019(T1]

|BraT320_Training_013|T1]| «

4t setfile(s)

<4/410/1 TAIBraTS_20> <4/4/2125//BraTsS_20>
<8I56/0/1.T1/BraTS_20> <8/56/2126//BraTS_20=
<3122/0r/BraTS_20> <3/22/2127//BraTS_20>
<18145/0/1 T1/BraTS_20> <18/45/2128//BraTs_20>
<10/4300/ T1/BraTS_20> <10/43/2120//BraTs_20>
<20/95/0/1 T1/BraTS_20> <20/95(2130/BraTs_20=
<1/46/01 T1/BraTS_20= <1/46/2131/BraTS_20=
<9/80/0F T1/BraTS_20> <8/80/2132//BraTs_20=
<1630/0/1 T1/BraTS_20> =16/30/2133/BraTS_20=
<1771 T1BraTS_20= <177 112134 BraTS_20=
<2I7610/ T1/BraTs_20> <2/76/2135/BraTs_20=
=14/B9/01.T1BraTS_20= <14/89/2136/BraTs_20>
21011 T1IBraTS_20> <5/32/2137//BraTs_20>
=11HBNN1.T1BraTS_20> =11/18/2138/*BraTS_20=>
<10/64/0/1 T1/BraTS_20> <§54/2139//BraTs_20>
<1214101 TABraTS_20> <19 4/2140//BraTS_20>
<7185/011, TA(BraTS_20> <7/35M141//BraTs_20>
<13/19/011 TABraTS_20> <1311 %0142/ BraTs_20>
<6/9/0/1.T1/BraTS 20> 21430BraTs 20~

Add file(s)

* Remove

&Eun.

[¥] Close after: C

Results: ¥| Save Segments ¥ Save VOIs [v| Save Statistics

Start ® End

% Clone protocols | |v] Agaregate Statistics

-

E save

@ Load a

I arn]

Kl

X Close

Once the desired list of protocols has been loaded or generated through cloning, batch processing
can be launched using the Run button. Results will be saved in the same location as the input data -
we strongly recommend using the database.

5.4

In the PNEURO tool

A neural network is available in the Neuro tool for replacement of the deep nuclei segments during
segmentation of 3D T1-weighted MR images:

Please refer to the Neuro tool (PNEURO) documentation for more information.

PMOD Artificial Intelligence Framework (PAIl)
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5.5 In the PCARDM tool

A neural network is available in the Cardiac MR tool (PCARDM) for segmentation of the left ventricle
epi/endo contours for left ventricular function analysis. Models are available for human and mouse
cardiac MR data.

Please refer to the PCARDM documentation for a detailed description of the workflow.

DElLoad | Stress Rest

@ | secmENTS 4
T [C i &
=& ke
L
& % Set | Edin | [y ® M
- 2(2) ~ @A
Triangulate 2@ v |4
2+ Fl B & 4prend
Save STRESSHeart Bl =
Signal concentration [arbitrary units]
4600 Set Myocardium Markers (First in LV
&500 e ko [
Slice
. rame ] = »
4300
4200
g L. r—
5 Maching Leaming Segmentatian |
4000 Seclodng. AHATE ¥
MR Myocardium 20]
3600 -
3800 - 1 ! H : 1
8 5 e Sad HUMAN % : :
seconds S RAT @8 ? =

o WOUSE
nmﬂ-I-J % O 7 Zufl 55 ® a @ LoadPobco [ SweProtocol | FUNCTION & s & o

[
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6 Data generation

A number of methods to generate additional data for model training are available in the Generate

Data tool. It is available via the main tool menu in the View tool:

- Eb View » [Preprocaaaing ][ VOis ][ Statistics " Compar

E.@. @ LoadImage Data »
= b B save Image Data >

¢ Close All

o~

@ Aggregate VOI Statistics
B Batch pipeline

52
-

ml_Edit L earning

f<ll Generate Data

@fin Acceptance Test

=8 Settings »

el Quit

mm

-

The most common methods are available on the main Data Generation tab:

| F Creste Data *
| Data Genatation | Modsl | Phantom
nput Format. (@ Database w [¥] Noloading oparafions ¥| Preyiew '.
PAIG | exvivo CT | section of femur - low res <1425207 40 Demos Validate Sample |
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Input files can be specified using the typical Set Files interface.

Split to 2D is useful to prepare individual 2D slices from a 3D dataset for training of a model that

should work slicewise. This method can be tested and understood using the PAI6 mouse microCT

section of femur example in our Demo database. The 142 slice low-resolution series can be taken
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from the Demo database and split into 142 individual 2D series into the Pmod database, ready to
start a Learning Set. If a reference segmentation result (SEGMENT mask) is available and
Associated with the input series, pairs of Associated image/mask will be generated.

Nonlinear deformation takes advantage of the iterative ANTS elastic matching method to save all
iterations between two input images.

GAN uses Generative Adversarial Networks to generate entirely novel image data. For example, this
may be an image representing typical cardiac MR function data, starting from automatically
generated noise input images.

We strongly recommend the use of our Database functionality for input/output to take advantage of
the Association functionality and create data that can be rapidly incorporated into Learning Sets.

4D data can also be generated using a geometric model and simulated data through the Model and
Phantom tabs. Please see the documentation for our Geometric Models tool (PGEM), section
Generation of Dynamic PET Phantom Images, for more information and contact us for further
assistance.
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7.1

7.1.1

Case Studies - Application of PAI

PAI and the sewveral neural network architectures included in the resources have been tested using a
range of case studies. These are described here.

Rat Brain Dopaminergic PET

The Multichannel Segmentation architecture is designed to be used in new applications. It was
initially tested for the 4 input series, 3 segment output MICCAI BraTS example case, and was
successfully reapplied for segmentation of striatum and cerebellum in rat brain dopaminergic PET.
The process of preparing the data to reapply the architecture, the training, and the evaluation of the
outcome is described in this case study.

Example data to test the Rat Brain Dopaminergic PET model is available in our Demo database
(Subject PAI5). The data used for the entire case study was kindly provided by Prof. Kristina Herfert
at the Werner Siemens Imaging Center at the University of Tuebingen in Germany.

To try the model for yourself we recommend use of the Segment tool (PSEG). Select the early
average series as Input series. The late average series will be detected automatically according to
the Association mechanism. The model selection must be Rat Brain Dopaminergic PET
(Multichannel Segmentation). The model was trained with 3D data so no Split Slices/Frames is
available or required. The resulting VOIs can be saved and used to extract TACs from the Inveon
dynamic PET series (e.g. standalone analysis in View, or multimodal analysis combined with
t2_tse3d anatomical reference MR in Fusion). Note that the PET data has already been
coregistered to the MR including reslicing. The data used in this case study was all from Siemens
Inveon PET and for tracers labeled with C-11 - the performance of the model may vary for data from
different hardware and/or with different tracers.

Sample Preparation

PET imaging of the dopaminergic system results in images with high tracer uptake in the basal
ganglia:
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Fully quantitative analysis of PET with tracers for targets in the dopaminergic system typically uses
time-activity curves from the striatum (in small animals; caudate and putamen in humans) and
cerebellum (reference regions dewid of dopaminergic neurons/synapses). Dynamic PET studies
typically cover a time range from 0-60 minutes after intravenous tracer injection.

In both small animals and humans, brain VOI atlases and tracer-specific templates such as those
available in PMOD have long been used to achieve reproducible analysis and facilitate batch
processing. The application of VOI atlases and templates used depend on the availability of
anatomical imaging series to complement the PET data. In small animal dopaminergic PET studies
it is common to have only the dynamic PET data. Matching to a PET template normally requires
averaging in a time range that reveals specific binding and reduces image noise. Due to the limited
tracer distribution researchers sometimes struggle to achieve a satisfactory result.

PMOD's Rodent Brain analysis tool (PNROD) provides a streamlined workflow for such analysis
and with careful creation of a template image and selection of the aweraging range works well for
batch processing of rodent brain PET data. It was used to process 382 rat brain dynamic PET image
series. The data comprised PET at a range of ages and with the tracers [''C]-raclopride, [''C]-
methylphenidate and [''C]-DTBZ. A template image specific to this study data was created from a
subset of the data using standard functionality in View and Fusion tools.

The traditional analysis workflow for this data is summarized below:
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Brain Adas

Brain Atlas Regions

The dynamic PET data was averaged. This average was normalized to the template, allowing atlas
VOls for striatal regions and cerebellum to be created in the original PET image space. These VOlIs
were used to extract time-activity curves that were used for kinetic modeling. The Simplified
Reference Tissue Model was used to calculate BP .

PMOD's Al framework (PAl) offers an alternative approach to segmentation of such data. 382 input
samples represents a reasonable number for training of an ML model, and the VOIs generated by
PNROD represent gold-standard method reference segments.

The Multichannel Segmentation architecture presented a potential advantage over the traditional
workflow in that multiple averages can be provided as input. The average used for PNROD processing
was selected to provide a specific-binding signal in the striatum but also some remaining blood pool
signal to represent a more general brain outline. The cerebellum is not well defined in this average.
Therefore an early average image created from the first 5 minutes after tracer injection and a late
average of 30-60 minutes after tracer injection were generated using Pipeline Processing and
organized in a Database:

The VOI results from PNROD were converted into reference Segments using the Mask By VOI
Number functionality available in the View tool and added to the Database.

The LATE and SEGMENT images were Associated with the EARLY image for each subject in the
Database. The Project labels 1.Early and 2.Late were assigned to the EARLY and LATE images.

The Database was used to create a Learning Set for training with the Multichannel
Segmentation architecture.
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7.1.2

Training and Validation

The Learning Set was exported as an R workspaceD62 and transferred to cloud computing
infrastructure for training. PMOD can be installed on the virtual machine provided by the cloud
computing provider and training launched using the R workspace.

The parameters used were:

AWS p2.8xlarge, 8 GPU K80, memory 64 GB

382 samples (288 training, 72 validation, 22 testing)
batch size 24

Learning rate 0.005

epochs 300

Training took 268 minutes at 0.07 seconds/sample. The loss values for training and validation were
extracted from the Manifest and plotted:

1,00
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=
[ 0,50
(7]
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o
0,25
0,00
50 100 150 200 250 300
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The plot illustrates how the loss value reduces with each epoch until a plateau is reached.

The Learning Set, Weights and Manifest were exported from the virtual machine and used to
create a new model folder Rat Brain Dopaminergic PET in the weights subfolder of the
Multichannel Segmentation folder in the PMOD installation /resources/pai folder. After this
Deployment it was possible to test the model performance of comparable rat brain [''C]-
methylphenidate data for which an anatomical MR image was available.

The resulting VOlIs are shown below on the EARLY, LATE and anatomical reference MR images:
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7.2
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Time-activity curves were extracted from 8 dynamic PET series (4 RAC, 4 MP) using both sets of
VOlIs (Al-based, PNROD reference) and BPnd calculated using the SRTM model. The mean +/- SD
BPnd using the Al-based VOlIs was 1.29 +/- 0.67 and for PNROD VOls 1.39 +/- 0.79.

Example data to test the Rat Brain Dopaminergic PET model is available in our Demo database
(Subject PAI5). The data used for the entire case study was kindly provided by Prof. Kristina Herfert
at the Werner Siemens Imaging Center at the University of Tuebingen in Germany.

To try the model for yourself we recommend use of the Segment tool (PSEG). Select the early
average series as Input series. The late average series will be detected automatically according to
the Association mechanism. The model selection must be Rat Brain Dopaminergic PET
(Multichannel Segmentation). The model was trained with 3D data so no Split Slices/Frames is
available or required. The resulting VOIs can be saved and used to extract TACs from the Inveon
dynamic PET series (e.g. standalone analysis in View, or multimodal analysis combined with
t2_tse3d anatomical reference MR in Fusion). Note that the PET data has already been
coregistered to the MR including reslicing. The data used in this case study was all from Siemens
Inveon PET and for tracers labeled with C-11 - the performance of the model may vary for data from
different hardware and/or with different tracers.

Brain Tumor Segmentation - MICCAI Challenge

PAl is provided with a neural network architecture designed for multichannel segmentation. This
architecture expects one or more 3D input series and generates segmentation results with one or
more segments/VOls.

The initial application of this architecture was for a case called Tumor Detection. A trained model
BRATS Tumor Detection (Multichannel Segmentation) is awailable in the View and
Segmentation tools when PAl is licensed. It is based on the MICCAI Brain Tumor Segmentation
(BraTS) Challenge: http://braintumorsegmentation.org. BraTS utilizes multi-institutional pre-operative
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MRI scans and focuses on the segmentation of intrinsically heterogeneous (in appearance, shape,
and histology) brain glioma tumors.

Training and testing of the Tumor Detection model in PAl was performed using the data from the
2020 BraTS Challenge containing 369 samples. Each sample consists of four MR images (native T1,
post-Gd-contrast T1-weighted, T2 FLAIR, T2-weighted) and one image containing three reference
segments as label numbers.

The Multichannel Segmentation architecture is a modified version of the conwolutional neural
network U-Net:

4 15 16 18 16416 16 3 n

; 32 32 2432 3 3

[>  conv + BN + leakyReLU
_128 128 128 + 128 i [>+ dropout +[ >
[} sigmoid

]

I_ concatenate
upsampling
256 »

downsampling

The output of the Tumor Detection model is a label image with three segments (label 1: non-
enhancing tumor; label 2: peritumoral edema; label 4: Gd-enhancing tumor).
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7.2.1

Predicted

Example data to test the BRATS Tumor Segmentation model is available in our Demo database
(Subject PAI1). This example is one of the subjects available in the data for the 2020 BraTS

Challenge .

To try the model for yourself we recommend use of the Segment tool (PSEG). Select the T1 series
as Input series. The T1CE, FLAIR & T2 series will be detected automatically according to the
Association mechanism. The model selection must be BRATS tumor segmentation (Multichannel
Segmentation). The model was trained with 3D data so no Split Slices/Frames is available or
required. The data used in this case study was all from the BraTS Challenge and is skull-stripped 3D
MR - the performance of the model may vary for data from different hardware and/or with different
contrast/sequences/pre-processing.

BraTS Reference:

Bakas, Spyridon & Reyes Jan. (2019). Identifying the Best Machine Learning Algorithms for Brain
Tumor Segmentation, Progression Assessment, and Owerall Sunival Prediction in the BRATS

Challenge. https://arxiv.org/pdf/1811.02629. pdf
Sample Preparation

Each sample from BraTS Challenge data consists of four MR images (native T1, post-Gd-contrast
T1-weighted, T2 FLAIR, T2-weighted) and one image containing three reference segments as label
numbers. These series were imported into a database and the five series per subject were
associated. The reference segment series was labeled as SEGMENT in the Association interface.

As the data was already cropped and coregistered, no additional preprocessing was applied.
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7.2.2

Training and Validation

A new Learning Set was prepared, containing the 369 awvailable samples, configured for a
segmentation task and using the Multichannel Segmentation architecture.

An R Workspace containing all samples was exported and used for training on commercial cloud
computing infrastructure. Training was performed with the settings:

e AWS p3.8xlarge, 4 V100 GPU, 244 GB memory

369 samples (295 training, 74 validation)

Crop to associated VOI

500 epochs

batch size of 4

e Learning rate 0.0005

The final training set loss value was 0.2103 (1 - Dice coefficent) and the validation set loss value was
0.3531. Training took 810 minutes.

The weights and manifest resulting from the training were retrieved and used to add the training
model to the /resources/pai folder for deployment on local installations.

An example of the results on one subject are illustrated below:
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7.3
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Example data to test the BRATS Tumor Segmentation model is available in our Demo database
(Subject PAI1). This example is one of the subjects available in the data for the 2020 BraTS

Challenge .

To try the model for yourself we recommend use of the Segment tool (PSEG). Select the T1 series
as Input series. The T1CE, FLAIR & T2 series will be detected automatically according to the
Association mechanism. The model selection must be BRATS tumor segmentation (Multichannel
Segmentation). The model was trained with 3D data so no Split Slices/Frames is available or
required. The data used in this case study was all from the BraTS Challenge and is skull-stripped 3D
MR - the performance of the model may vary for data from different hardware and/or with different
contrast/sequences/pre-processing.

Mouse Bone Trabecular Segmentation

A common application in bone research is analysis of bone remodeling in the trabecular of distal
femur and proximal tibia in mice. MicroCT imaging of ex vivo femur and tibia is used to generate 3D
datasets with pixel size in the range of 5 um. Analysis of trabecular bone is then performed in the
metaphysis and requires an initial segmentation separating trabecular bone from cortical bone and
the growth plate. Simple cropping of the 3D dataset is usually sufficient to awoid the growth plate and
to define the division between metaphysis and diaphysis. Some researchers additionally distinguish
between primary and secondary spongiosa.

Definition of the trabecular region to be analysed, including as much material as possible but without
including cortical bone, can be laborious and even automated solutions need tedious clean up. Al-
based segmentation could offer a rapid alternative and provide the starting “tissue volume” for further
trabecular analysis.

We used two distal femur and eight proximal tibia microCT datasets to train a uNet architecture
using two approaches. In a strategy to increase the amount of data available for training, we treated
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each 2D axial slice of the femur/tibia as a separate sample. One femur and all eight tibia datasets
were provided with reference segments created in the Bruker microCT software CTan.

Example data to test the Mouse bone trabecular model is available in our Demo database (Subject
PAI6). The data used for the case study was kindly provided by Dr. Phil Salmon from Bruker
microCT.

To try the model for yourself we recommend use of the Segment tool (PSEG) or segmentation
interface in View. Either the low res or full res series may be used for testing. The low res series has
been downsampled but includes more slices in the 3D volume. The model selection must be
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7.3.1

7.3.2

Trabecular ML (uNET Segmentation). The model was trained with 2D data so Split Slices is
required. No further cropping of the demo data is required. The data used in this case study was
from Bruker microCT - the performance of the model may vary for data from different hardware
and/or with different reconstruction/pre-processing.

Sample Preparation

In the first approach - rapid model - a subset of 70 slices from two femurs were imported into a
database along with their reference segments. The microCT and segment series were associated
using automatic association. A learning set was prepared with all samples and segmentation using
uNET segmentation architecture. 60 samples were assigned for training - to be split into 48 training
and 12 validation - and 10 samples were labeled as Test samples for evaluation of the model.

In the second approach - detailed model - all slices from the one femur with full reference segments
and seven of the eight tibia were imported into a database along with their reference segments. The
microCT and segment series were associated using automatic association. In total 3509 2D
samples were available for training. A learning set was prepared with all samples and segmentation
using UNET segmentation architecture. 3509 samples were assigned for training - to be split into
2486 training and 622 validation - and 401 were labeled as Test samples for evaluation of the model.

Training and Validation

Rapid Model

The original resolution of the samples was 5.5 and 2.8 um and for training all were resampled to 50
um. No additional cropping was applied and the image values were normalized using the z-score
method. Training was performed as follows:

notebook computer with 8 core 2.3 GHz Intel i7 and 32 GB RAM using only CPU
70 samples (48 training, 12 validation, 10 testing)

e batch size 12

learning rate 0.0005
300 epochs

Training took 151 seconds. The training loss value was 0.0368 and the validation set loss value was
0.0388. Testing was performed on the 10 additional samples using the Evaluate Model functionality
with a loss value of 0.1037.

The model was tested on the second femur dataset with reduced pixel size of 0.0112 mm, and on
the eighth tibia dataset with native 0.005 mm pixel size. Both datasets were loaded as 3D wolumes
and prediction was run with the Split Slices option. The trabecular region was correctly segmented in
< 20 seconds on a notebook similar to that used for training.
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Due to training with resampling to 50 um the resulting segments displayed clear staircase artefacts.
There was some owerlap with cortical bone. A segment smoothing approach was investigated to
remove the staircase artefacts. The segment was transferred from the Segment tool to View and
smoothed with a Gaussian filter at 0.05 x 0.05 x 0.05 mm FWHM. Automatic isocontouring at 50%
(Max-min) threshold was used to create a new VOI.

1 Rapid Model prediction (<20 s on notebooks tested)

OO

2 Smoothed result (+ 1 min)

Smoothing visually improved the VOI but some overlap with cortical bone remained.

On tibia segmentation also took < 20 seconds on the notebook tested. Similar staircase artefacts
and some owverlap with cortical bone were present.
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Detailed Model prediction (~1,5 min on notebooks tested)

Detailed Model

The original resolution of the samples used was 5 and 5.5 um and for training all samples were
resampled to 10 um. No additional cropping was applied and the image values were normalized
using the z-score method. Training was performed as follows:

e AWS p2.8xlarge, 96 GB GPU, 488 GB RAM

e 3509 samples (2486 training, 622 validation, 401 testing)

¢ batch size 60

¢ |earning rate 0.0005

¢ 10 epochs

Training took 600 seconds. The training loss value was 0.0546 and the validation set loss value was

0.0545. Testing was performed on all slices of the eighth tibia dataset using the Evaluate Model
functionality with a loss value of 0.0580.

The trained model was tested on the same femur and tibia datasets as the rapid model. Both
datasets were loaded as 3D wlumes and prediction was run with the Split Slices option. Prediction
on the tibia in native pixel size took approximately 90 seconds on the notebook tested. The contour
closely followed the endosteum (inner tibial surface) with some artefacts present close to the growth
plate. On femur several artefacts were present that resulted in inner holes in the trabecular VOI.
Manual editing was used to close the holes and allow morphometric analysis.

Morphometric analysis

The segments generated by both models and smoothed versions of the rapid model segments were
used for further trabecular bone analysis. A single threshold of 2000 Hounsfield units (HU) was used
to segment trabecular bone voxels within the model segments. The parameters BV/TV (bone / tissue
wolume), trabecular thickness, trabecular number, trabecular separation, and fractal dimension were
calculated using the wolume and surface area statistics according to the plate model.
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7.4

PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022

| vV | ahem | TN [ Taseem | preraen

Femur Rapid 0.188 32.2 5.85 138.8
Smoothed result 0.185 339 5.46 149.2 2.54
Detailed* 0.125 25.6 4.89 179.0 243
Reference 0.191 31.8 6.02 134.4 2.53

Tibia  Rapid 0.088 15.4 2D 158.5 2.35
Smoothed result 0.088 17.6 5.01 181.8 2.39
Detailed 0.100 20.3 4.92 182.8 2.44
Reference 0.101 20.4 4.94 181.9 2.44

Morphological analysis revealed that the rapid model yielded comparable results to the reference
segments for the femur tested, but resulted in marked deviation from the reference segments for the
tibia tested. Smoothing of the segments generated by the rapid model did not universally improve the
result. The detailed model resulted in near replication of the reference results for tibia, but did not
produce good results for the femur. We believe that this was likely a result of overtraining the model
towards tibia (seven tibia vs. one femur in training set).

Use of either model for study-level trabecular analysis appears feasible. Erosion of the tissue wolume
segment resulting from PAI by sewveral voxels in 2D mode would likely be beneficial to further ensure
that cortical bone is excluded.

Example data to test the Mouse bone trabecular model is available in our Demo database (Subject
PAI6). The data used for the case study was kindly provided by Dr. Phil Salmon from Bruker
microCT.

To try the model for yourself we recommend use of the Segment tool (PSEG) or segmentation
interface in View. Either the low res or full res series may be used for testing. The low res series has
been downsampled but includes more slices in the 3D volume. The model selection must be
Trabecular ML (uUNET Segmentation). The model was trained with 2D data so Split Slices is
required. No further cropping of the demo data is required. The data used in this case study was
from Bruker microCT - the performance of the model may vary for data from different hardware
and/or with different reconstruction/pre-processing.

Mouse & Human Cardiac MR Cine Left Ventricle
Segmentation

Cardiac MR cine acquisitions are widely used to assess left ventricular function, using the ewolution
of left ventricle wvolume over the cardiac cycle to calculate parameters such as systolic/diastolic
wolume, ejection fraction and cardiac output (if frame timing is provided corresponding to the actual
duration of the cardiac cycle).
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Manual delineation of the left ventricle is subjective and can be time consuming in case of many cine
frames and/or multislice acquisitions. Automatic methods may be limited in success due to variable
acquisition parameters, image contrast and noise, as well as artefacts due to swirling blood in the
ventricle.

We hypothesised that Al-based segmentation could provide a useful alternative to these methods.

Example data to test the MRI Myocardium 2D and MRI Human Myocardium models is available in
our Demo database (Subjects PAI2 and PAI3). The data used for the case study was provided by
Bruker colleagues and in a private collaboration.

To try the models for yourself we recommend use of the Cardiac MR Modeling tool (PCARDM)
FUNCTION workflow. See the specific documentation for PCARDM. The model selection is
determined by the species selection in PCARDM. The models were trained with 2D data so Split
Slices and Split Frames are required. The recommended Heart Box for example PAI2 is 10 x 10
mm, and for PAI3 100 x 100 mm. The data used in these cases was for a limited range of MR
sequences - the performance of the model may vary for data from different hardware and/or with
different contrast/pre-processing.

7.4.1 Sample Preparation
Mouse data
Mouse bright-blood cardiac cine data was collected from internal sources and contained conventional
prospectively-gated as well as Bruker IntraGate and IntraGate UTE (ultrashort echo time) time. The
mixture of source data resulted in a range of pixel size, number of cardiac cycle frames, as well as
blood contrast/artefacts. All series were split by frames and slices to be treated as individual 2D
data. Each series was rotated such that the right ventricle was displayed on the left of screen and
cropped using a 10 x 10 mm box. Reference segments for myocardial epi- and endo- contours were
created manually using the paintbrush VOI tools and masking functionality. Images and reference
segments were associated in a database.
Human data
Human bright-blood cardiac cine data was shared in a private collaboration. 10 subjects were
available.
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The subjects had between 14-18 slice coverage of the myocardium and 25 frames of the cardiac
cycle. These were split by frames/slices to be treated as individual 2D data. Reference segments for
myocardial epi- and endo- contours were manually drawn using VOI tools and images associated
with reference segments in a database.

7.4.2 Training and Validation

Mouse data
All samples were added to a learning set and the uNET segmentation architecture selected.

Prediction was tested on several additional examples. Preprocessing to rotate new data such that
the right ventricle is on left of screen was required for successful prediction. Dark artefacts in the
blood can lead to segmentation artefacts that require manual correction before cardiac function can
be accurately assessed.

Human data

All samples were added to a learning set and the Multichannel Segmentation architecture selected.
Training was performed as follows:

¢ notebook Intel i7 8 x 2.3 GHz

e 32 GB memory

¢ no additional cropping

e 3225 samples (2580 training, 645 validation)
¢ 106 epochs (aborted)

e batch size 50

¢ |earning rate 0.005

Training took 63 minutes.

Prediction could only be tested on data that was already used in training. Acceptable segmentation
results and function analysis was achieved, but the model may be owertrained for this data. The
example below shows a result in PCARDM using the MACHINE LEARNING segmentation option
that utilises the model trained in this case study.
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7.5

Example data to test the MRI Myocardium 2D and MRI Human Myocardium models is available in
our Demo database (Subjects PAI2 and PAI3). The data used for the case study was provided by
Bruker colleagues and in a private collaboration.

To try the models for yourself we recommend use of the Cardiac MR Modeling tool (PCARDM)
FUNCTION workflow. See the specific documentation for PCARDM. The model selection is
determined by the species selection in PCARDM. The models were trained with 2D data so Split
Slices and Split Frames are required. The recommended Heart Box for example PAI2 is 10 x 10
mm, and for PAI3 100 x 100 mm. The data used in these cases was for a limited range of MR
sequences - the performance of the model may vary for data from different hardware and/or with
different contrast/pre-processing.

Human Deep Nuclei Segmentation

Accurate segmentation of sub-cortical brain regions (the deep nuclei - caudate, putamen, ventral
striatum, thalamus, hippocampus, amygdala) from high resolution MR data such as 3D T1-weighted
sequences (e.g. Siemens MPRAGE, GE FSPGR) is a requirement in the study of diseases such as
Parkinson’s using imaging. The segmented VOIs may be used for volumetric analysis of MRI data in
the input image space or also for PET/SPECT quantification. Traditional methods of achieving this
through spatial normalization to brain templates can fail or be inaccurate in some cases, particularly
when there is pronounced brain atrophy. PMOD’s PNEURO Parcellation workflow is specifically
designed to provide increased accuracy for deep nuclei segmentation but requires additional
processing time compared to template-based normalization and can still struggle in cases with
severe atrophy.

We hypothesized that Al-based segmentation could be used as an alternative for cases with severe
atrophy or where traditional methods struggled.

To test this hypothesis we used data from the IXl database of 3D T1-weighted MR:
https://brain-development.org/ixi-dataset/

Example data to test the IXI Parcellation model is available in our Demo database (Subject PAI4).
The data used for the case study was extracted from the IXI dataset: https://brain-

development.org/ixi-dataset/

To try the model for yourself we recommend use of the Segment tool (PSEG). The PAl4 example
has the required orientation and any new data used for testing should match this. Cropping is not
strictly required but is recommended to reduce the field-of-view to the brain. The model selection is
IX1 Parcellation (Multichannel Segmentation). The model was trained with 3D data so Split
Slices/Frames is not available/required. The data used in these cases was all T1-weighted 3D MR -
the performance of the model may vary for data from different hardware and/or with different
contrast/pre-processing.
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7.5.1 Sample Preparation

298 3D T1-weighted series from the IXl database were imported into a PMOD database for generation
of reference segments using the PNEURO Parcellation workflow in batch processing mode.

The VOlIs for bilateral caudate, putamen, ventral striatum, thalamus, hippocampus, amygdala, were
reviewed by an experienced reviewer and any with substantial deviations were rejected for use in Al
model training. Rejected samples were kept for later use as test samples.

7.5.2 Training and Validation
A Learning Set was created and the Multichannel Segmentation architecture selected. Training was
performed as follows:
o AWS p2.8xlarge, 8 K80 GPU, 64 GB memory
¢ No cropping

200 samples (160 training, 40 validation)
200 epochs (aborted)

batch size 16

learning rate 0.005

Training took 17.5 hours.

Prediction was tested on samples excluded from training due to failed segmentation in PNEURO.
The trained model was less sensitive to atrophy and large variations in ventricular anatomy than
PNEURO and yielded acceptable deep nuclei VOIs. The example below illustrates the problems that
can be encountered in PNEURO due to sewere atrophy and successful result generated by the
trained model:
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A small artefact can be noted anterior to the right caudate. This could be cleaned up using the
manual VOI tools and may be removed following further training of the model with additional samples.

The model only returns VOlIs in the original input image space, while in successful cases PNEURO
allows spatial transformation between input and atlas space.

Example data to test the IXI Parcellation model is available in our Demo database (Subject PAI4).
The data used for the case study was extracted from the IX dataset: https://brain-
development.org/ixi-dataset/

To try the model for yourself we recommend use of the Segment tool (PSEG). The PAl4 example
has the required orientation and any new data used for testing should match this. Cropping is not
strictly required but is recommended to reduce the field-of-view to the brain. The model selection is
IX1 Parcellation (Multichannel Segmentation). The model was trained with 3D data so Split
Slices/Frames is not available/required. The data used in these cases was all T1-weighted 3D MR -
the performance of the model may vary for data from different hardware and/or with different
contrast/pre-processing.
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7.6

Human Amyloid PET Classification

Many studies have been performed using amyloid PET in the search for a biomarker predicting
progression to AlLzheimer's/dementia, and several databases of imaging data for amyloid PET
tracers are available online (often along with anatomical MR and FDG PET). Visually, there are
pronounced differences between the distribution of the amyloid PET tracer 11C-PiB in subjects
without significant amyloid accumulation in cortical regions and in subjects with large accumulation.
In subjects without significant accumulation, tracer uptake is clear in white matter with very low
signal in grey matter/cortical regions. In subjects with significant amyloid accumulation the tracer is
more uniformly distributed throughout the brain with grey matter uptake approaching/equalling white
matter. Note that healthy subjects may still have amyloid accumulation and amyloid accumulation is
not clear in all cases of Alzheimer's that undergo imaging.

We used an online database of 11C-PiB PET to illustrate the functionality of our Al classification
using the SVM architecture:

http://www.gaain.org/centiloid-project (Standard PiB data)

This database contains amyloid PET data for subjects with Alzheimer's disease (AD) and amyloid
accumulation, and comparative data from young controls (YC) with low/negligible amyloid
accumulation.

Example data to test the Amyloid PET SVM model is available in our Demo database (Subject
PAI7). The data used for the case study was downloaded from the GAAIN project website:

http://www.gaain.org/centiloid-project

To try the model for yourself the workflow in the View tool is required. If new data is tested, cropping
should be applied to reduce the field-of-view to the brain. The model selected should be
AmyloidPET-SVM (Classification SVM). The data used in these cases was all cropped 3D PET for
late average 11C-PiB from unknown PET hardware - the performance of the model may vary for data
from different hardware and/or with different tracers/reconstruction/pre-processing.
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7.6.1

7.6.2

Sample Preparation

The 79 available datasets (45 AD, 34 YC) were imported into a database. Manual cropping was
performed to more precisely limit the field-of-view to the brain. No other preprocessing was applied.
The resulting image series varied in matrix size (x 67-175, y 79-227, z 35-104). AD were assigned
the Group label “AD” and YC the Group label “YC” to define the classes to be trained and later
predicted.

Training and Validation

A Learning Set was created and the Classification SVM architecture selected. The linear kernel was
used with a maximum 32 iterations and Cost factor = 1.0.

Training was performed as follows:

¢ Windows workstation Intel i7-2600K 3.4GHz (no GPU use possible for SVM)
e 24 GB RAM

79 samples (45 class = AD, 34 class = YC)

The samples were Resized to Box size 160 x 160 x 160 mm and Voxel size 2.0 x 2.0 x 2.0 mm,
resulting in a new standardized image matrix of 80 x 80 x 80 for all samples.

The image values were normalized using the z-score method

Image reduction was applied using MIP (maximum intensity projection)

1. Learning Set [SE  SELECT DaTaRas: | P Centliald v 4 | DataBase/ *.afet | Preyew

| | |
ArraldPET -3V ~[AJ LEARNING SE... Al LEARNING 5., 2021-10-15 20... 2021-10-1... Userl Centiloid

e ° Inspect images

# Create Learning Set + | Delete | E

2. samples

T

Save
& picom -

3. Training parameters
CLASSIFICATION * 4
ernet Linear ¥ a * Close
=TT ()

4. Pregrocessin g parameters
Anorymize samples

¢ Resae [ Crop oVl 7 Box 160.0 160.0 |160.0 | [mm] = Vowel 2.0 2.0 2.0 fmam] Mew matrbe 50 x 50 % 80

[mm] 2 fmm] | Current matrix: 79 x 91 x 59

{RGE Color)

[men] ¥ Scale Values to; Z-Score -4 of sample

¢| Wmage feductio... WP 4

B Train Netw..| [ Export R Works—| % Train Netwark with Wor.. |, Evaluate M. B 7. Save Learning Sot | [l Save as S%H export as Modal ¥ Close

Training took less than 5 minutes.

Randomly selected AD and YC samples were selected from the same dataset to test Prediction.
The 3D input data is loaded and the MIP is calculated as part of classification. High probabilities for
the expected class were returned.
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Example data to test the Amyloid PET SVM model is available in our Demo database (Subject
PAI7). The data used for the case study was downloaded from the GAAIN project website:

http://www.gaain.org/centiloid-project

To try the model for yourself the workflow in the View tool is required. If new data is tested, cropping
should be applied to reduce the field-of-view to the brain. The model selected should be
AmyloidPET-SVM (Classification SVM). The data used in these cases was all cropped 3D PET for
late average 11C-PiB from unknown PET hardware - the performance of the model may vary for data
from different hardware and/or with different tracers/reconstruction/pre-processing.
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Appendix

8.1 Exporting an R Workspace and Training in a Cloud Computing
Environment
Training an ML model can be a resource- and time-consuming task. Therefore it is often reasonable
to perform this task using remote computing power. That can be either a server within the same
institution or so-called Cloud Computing senices (e.g. Amazon Web Senices, Microsoft Azure). The
architecture can be optimized for Machine Learning calculations. In both cases PMOD’s PSEG tool
provides a conwvenient way to transfer the data to the computing unit via an R Workspace. Such a
solution guarantees that the time required on the computing machine will be spent entirely on the
training process (since the data stored in the R Workspace can be already preprocessed in PSEG).
Software setup can also be simplified, as there is no need to install PMOD on the computing unit.
Please note that the short guide below assumes that appropriate versions of R (with the required
packages) and TensorFlow libraries are provided and configured on the computing unit (See
Installation of R and Python for UNIX platforms).
Remote training following Export of an R workspace (oveniew):
1. Local machine: Create / load the Learning Set in the PSEG tool according to the
Documentation above
2. Remember to configure all training parameters, as if preparing for a standard local training
session
3. Select “Export R Workspace”
4. After the export is finished please select a path and a name for the Workspace
5. Transfer the R Workspace and “pm.ai.tar.gz” to the computing unit (“pm.ai.tar.gz” is an R
package created by PMOD. It is required to run machine learning-based processing. You
can find it in your PMOD installation folder in the subfolder:
“Pmod4.4/resources/extlibs/r/lib/”)
6. Start R on the computing unit
7. Run the training process in the R environment:
install.packages(“~/.../pm.ai.tar.gz”)
library(“pm.ai”)
library(“keras”)
library(“stringr”)
load.workspace(“~/.../Workspace.RData”)
pm.ai.learn()
To activate the tensorflow 2.3 environment, use the following terminal command “source activate
tensorflow2_latest p37”.
To monitor the GPU card usage, use the terminal command “watch -n0.1 nvidia-smi”. This allows
you to see the resources used at an interval of 0.1 second (the time interval can be changed).
PMOD Artificial Intelligence Framework (PAIl) (C)1996-2022
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The “htop” command allows you to see the Memory and CPU usage.
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9 PMOD Disclaimer

PMOD is a software
FOR RESEARCH USE ONLY (RUO)
and must not be used for diagnosis or treatment of patients.
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10 PMOD Copyright Notice

Copyright © 1996-2022 PMOD Technologies LLC.
All rights reserved.

The PMOD software contains proprietary information of PMOD Technologies LLC; it is provided under
a license agreement containing restrictions on use and disclosure and is also protected by copyright
law. Reverse engineering of the software is prohibited.

Due to continued product development the program may change and no longer exactly correspond to
this document. The information and intellectual property contained herein is confidential between
PMOD Technologies LLC and the client and remains the exclusive property of PMOD Technologies
LLC. If you find any problems in the document, please report them to us in writing. PMOD
Technologies LLC does not warrant that this document is error-free.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any
form or by any means, electronic, mechanical, photocopying, recording or otherwise without the prior
written permission of PMOD Technologies LLC.

PMOD Technologies LLC
Industriestrasse 26

8117 Fallanden
Switzerland
support@pmod.com
http://www.pmod.com
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